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Abstract—Connected and automated driving vehicles are ex-
pected to generate an increasing amount of data traffic, possibly
overloading vehicle-to-network (V2N) communication infrastruc-
ture in the long run. In this paper, we investigate the potential of
local collaboration among vehicles to mitigate the load on V2N
(e.g., cellular) communication networks. Vehicles in the vicinity
use vehicle-to-vehicle (V2V) communications to form a group,
called vehicular micro cloud, and each of them downloads a
subset of data segments that comprise an original data content.
The downloaded data segments are cached and shared with other
group members by way of V2V networks. This enables the group
of vehicles to collectively serve as a virtual content delivery server,
which complements cloud / edge computing infrastructure. In
order to maximize the benefit of cooperation, we design a light-
weight local coordination mechanism for vehicles to agree on
non-overlapping subsets of data segments that they request from
a remote server. Our simulation results show that coordination
among vehicles improves the efficiency of cooperative download,
reducing the data traffic on cellular networks.

I. INTRODUCTION

The demand on cellular network resources has tremendously
increased over the recent years due to the growing popularity
of data-hungry mobile applications (e.g., video streaming). The
emergence of connected and automated driving vehicles is
expected to amplify the network load even further, as they
often necessitate a large amount of data transfer between
vehicles and remote cloud / edge computing infrastructure to
collect, maintain and/or distribute up-to-date information about
vehicles and the surrounding road environment [1]. Although
the 5G mobile networks hold promise to achieve orders of
magnitude higher network bandwidth, it would still take time
until such new network infrastructure becomes prevalent.

In order to cope with the scalability challenge, some recent
studies have pursued the possibility of composing virtual edge
servers by aggregating on-board resources of a collection
of connected vehicles [2]. Vehicles in the vicinity use V2V
communications to form a group, called vehicular micro cloud,
and collaborate with each other to perform resource-intensive
computation, data storage, sensing and communication tasks.
Hattab et al. [3] proposed a mechanism to optimally assign
computational tasks to vehicles within a vehicular micro cloud,
while some other work has shown the feasibility of forming a
virtual cache storage server by data storage resources of mul-
tiple vehicles [4], [5]. Another potential use case of vehicular
micro clouds is cooperative download, where each member

vehicle downloads a subset of data segments, and exchanges
those segments over V2V networks so that interested vehicles
can reconstruct an original data content. The idea is motivated
by the fact that data contents in vehicular networks often have
limited geographical scopes of relevance. A typical example is
a local dynamic map which contains time-varying information
about road environment (e.g. lane closure, road traffic, etc.).
Cloud / edge servers may collect sensor data from connected
vehicles in each geographical area to update the corresponding
regional map, and distribute it to vehicles heading to that
region. In such cases, vehicles in the same geographical region
are likely to request the same data content from the servers,
bringing up the potential of collaboration.

The key challenges on cooperative download in a vehic-
ular micro cloud are two-fold: (i) how to form a group of
vehicles that facilitates efficient data download and (ii) how
to coordinate the group members so as to reduce redundant
data download via V2N communications while keeping the
channel resource overhead for control messages as low as
possible. In this paper, we design a distributed protocol, called
Cooperative Downloading Vehicular Cloud (CDVC), which
addresses these research questions. In the CDVC, vehicles
that have similarity in their travel paths and common interests
in data contents form a vehicular micro cloud on an on-
demand basis. The member vehicles collaboratively maintain
a distributed hash table (DHT), which keeps track of their
interests in data segments. We employ the DHT as a light-
weight coordination mechanism for the members to agree
on non-overlapping subsets of data segments that they are
responsible for downloading on behalf of other members. The
simulation results show that our V2V coordination mechanism
improves the efficiency of cooperative download, reducing the
data traffic on cellular networks.

II. RELATED WORK

A possible approach to reducing the load on cellular net-
works is to offload data traffic to other types of communication
media such as IEEE 802.11p-based vehicle-to-infrastructure
(V2I) networks. Ota et al. [6] proposed a so-called max-
throughput and min-delay cooperative downloading (MMCD)
algorithm, which prioritizes vehicles’ data requests based on
designated delivery deadline. Their goal is to minimize the
average response time to data requests while offloading data



(a) LTE-only: each vehicle downloads all the data
segments individually

(b) Random: each vehicle downloads a random
subset of data segments

(c) CDVC (proposed): each vehicle downloads a
non-overlapping subset of data segments

Figure 1. System architecture with three possible download policies

traffic from cellular base stations to roadside units (RSUs) as
much as possible. Malandrino et al. [7] proposed an algorithm
for RSUs to predict future paths of vehicles and prefetch
data contents before those vehicles reach their communication
range. They also considered using cars parked at the curbside
as additional relays [8]. Shen et al. [9] proposed a scheduling
algorithm to efficiently disseminate data contents through
RSUs. Although extensive simulations and pilot studies have
proved the potential of V2I networks, the availability of RSUs
is still limited due to the cost for infrastructure deployment.

Peer-to-peer content sharing has been proved to be effective
to improve the scalability of content delivery networks. BitTor-
rent is one of the most common peer-to-peer content sharing
systems that enable a group of network nodes (i.e., peers)
to cooperatively download data contents over the Internet. A
centralized server is required to maintain a list of trackers,
which assist peers to locate contents and other peers in the
network. Each peer attempts to download data segments from
other peers that already have those segments. The original
content can be reconstructed once they complete all the data
segments [10]. Although it has been successfully applied
to the Internet-based content sharing, it may not fit well
in vehicular networks, where connectivity between network
nodes frequently changes over time due to vehicle mobility.

Connected vehicles generate a huge amount of sensor data
while traveling on a road. Part of the vehicle-generated data
may be uploaded to remote cloud / edge servers for further
analysis. Some recent work has explored the potential of V2V
collaboration to facilitate efficient data collection. Hagenauer
et al. [2] leveraged a vehicular micro cloud to aggregate sensor
data from multiple vehicles in the vicinity, while Turcanu et al.
[11] designed a mechanism to select the best vehicle to upload
the aggregated data via a cellular base station. Both of these
solutions focus on uplink data traffic from vehicles to remote
servers. In this work, we extend the concept of vehicular micro
clouds to downlink communications to efficiently distribute
data contents of common interest from the servers to vehicles.

V2V communications have been proved to be a powerful
means to assist distribution of data contents over vehicular
networks. Trullols-Cruces et al. [12] employed a store-carry-
forward mechanism to extend the coverage of RSUs. Each
RSU predicts future paths of vehicles within its communi-

cation range, and selects a carrier vehicle that is likely to
encounter a destination vehicle. The selected carrier vehicle
receives that content from the RSU, and forwards it over V2V
networks upon encountering the destination vehicle. Deng et
al. [13] designed an incentive mechanism to motivate drivers
to contribute to cooperative download. Nandan et al. [14]
proposed the concept of tracker-less BitTorrent, which is
tailored to cooperative download among vehicles. Vehicles
that have downloaded data segments from RSUs cache them
in on-board data storage. They periodically advertise the list
of cached data segments over V2V networks while traveling
a road, and forward them in reaction to data requests from
neighboring vehicles. The existing solutions above either rely
on network infrastructure (e.g., RSUs) to coordinate data down-
load strategies [12], [13], or do not perform any coordination
among vehicles [14]. The CDVC introduces a fully-distributed
coordination mechanism to avoid redundant data download
without depending on infrastructure.

III. PROTOCOL DESIGN
A. Overview

We assume that each data content is equally divided into
multiple data segments, which can be either stored at a remote
back-end server or cached at vehicles’ on-board data storage
devices. Vehicles are equipped with a GPS receiver as well
as V2N (e.g., cellular) and V2V (e.g., DSRC) communication
modules. We also assume that each of the data segments is
assigned a unique identifier, and vehicles know the identifiers
of the data segments that constitute data content(s) relevant to
their current geographical region.

Figure 1 shows the system architecture with three different
download policies. In these examples, we assume that the back-
end server divides an original data content into multiple data
segments A, B and C. The three vehicles form a vehicular
micro cloud and attempt to download this data content. Each
vehicle can reconstruct the original data content only if they
retrieve all of the data segments either from the back-end
server or another vehicle in the same vehicular micro cloud.
A straightforward approach is to have every vehicle download
all the data segments individually, as illustrated in Figure la.
Obviously, this approach incurs non-negligible load on cellular
networks especially if vehicle density is high. A possible



alternative is to have each vehicle download a random subset
of data segments, and subsequently forward them to other
members over V2V networks (see Figure 1b). Although it
helps reduce the cellular data traffic, it cannot guarantee that
every data segment is downloaded by at least one member.
In this example, no vehicle can reconstruct the original data
content even after V2V data forwarding because the segment
C is missing. Furthermore, the same data segment still may be
downloaded by multiple member vehicles, incurring redundant
data traffic on cellular networks. Our CDVC protocol is
designed to allocate non-overlapping subsets of data segments
to each member vehicle as shown in Figure 1c. The members
are responsible for caching the allocated data segments, and
download them over cellular networks in the case that no
member caches them in their data storage.

The CDVC protocol basically consists of three phases:
interest phase, download phase, and distribution phase. The
members in a vehicular micro cloud perform these phases
every time slot with a constant time duration. We will describe
details of each phase in the following sections.

B. Interest Phase

The CDVC introduces a distributed coordination mechanism
for member vehicles to agree on the distinct sets of data
segments. This is enabled by periodic broadcast of beacon
messages over V2V networks. In order to save the channel
access overhead, the control information is embedded into
standard V2V messages (e.g., Basic Safety Messages (BSMs)
[15] in the U.S. or Cooperative Awareness Messages (CAMs)
[16] in Europe) instead of sending it as separate data packets.
At regular time intervals (e.g., 1 second), the protocol appends
three additional data fields to the standard BSM / CAM.
Two of these data fields describe a bit vector encoding (i)
a list of data segments that the vehicle is interested in and
(i1) a list of data segments currently cached by the vehicle,
respectively. Each bit position in the bit vector corresponds
to a data segment that constitutes an original data content.
A bit is set to 1 if the vehicle is interested in / caches
the corresponding segment. The remaining data field contains
identifiers of vehicles currently belonging to the vehicular
micro cloud.

Each vehicle monitors extended BSMs / CAMs received
from neighboring vehicles. Each of these messages contains
the sender vehicle’s position and orientation along with the
additional data fields for coordination. If a vehicle finds a
neighboring vehicle that (i) travels on the same road segment,
(i1) is heading to the similar direction and (iii) has common
data interests, it forms a new vehicular micro cloud by inviting
that vehicle as a new member over V2V networks. We define
that a pair of vehicles have common data interests if their
lists of interested data segments share at least N common
elements. A new vehicle may join a vehicular micro cloud in
the vicinity if it receives extended BSMs / CAMs from all
the existing members and the conditions (i) - (iii) above are
met for all the members. Note that a vehicle may belong to
multiple vehicular micro clouds at the same time. If a vehicle
has not received any extended BSMs / CAMs from another
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Figure 2. Example of DHT-based segment allocation

member vehicle for a designated time period, it removes that
vehicle from the list of members.

C. Download Phase

A vehicle that wants to download a certain data segment
first checks the extended BSMs / CAMs recently received
from other members, and checks if the segment of interest is
already cached by any micro cloud member. If the vehicle finds
a match, it requests that segment over V2V networks. Other-
wise, one member in the vehicular micro cloud downloads
the segment from a remote back-end server. The members
employ consistent hashing to agree on non-overlapping sets
of data segments to download, while keeping communication
overhead for coordination as low as possible.

Consistent hashing [17] is a distributed hashing scheme that
maps data elements and network nodes to virtual positions
along a hash ring (i.e., DHT) using a common hash function.
In the CDVC, the network node corresponds to a member
of a vehicular micro cloud, while a data element signifies
a single data segment. Each member of a vehicular micro
cloud maintains the DHT in a distributed manner based on the
extended BSMs / CAMs received from other members. The
hash function is applied to unique identifiers associated with
the vehicles and data segments. When a new member joins a
vehicular micro cloud, each member calculates a hash value
of this vehicle’s identifier, and registers it at the corresponding
position along the DHT. Likewise, all the requested data
segments that are not cached by any micro cloud member are
also mapped to the DHT. For each of these missing segments,
the first member in the counter-clockwise direction along the
DHT will be responsible for downloading from a back-end
server.

Figure 2 shows an example DHT with eight missing data
segments and four member vehicles A, B, C, and D. The
data segments 1 and 2 will be downloaded by vehicle A,
because it is the first vehicle in the counter-clockwise direction
with respect to the segments’ virtual positions on the DHT.
If vehicle A leaves the vehicular micro cloud, the remaining
members delete this vehicle from the DHT. It triggers vehicle
D to take over vehicle A’s responsibility, and download the
data segments 1 and 2 if it is not already cached in its data
storage.



Table 1

SIMULATION PARAMETERS

Parameter Value
Simulation area 800m x 800m
Average vehicle density 12 veh/km/lane
Simulation time 300s

DSRC transmission power 20 mW

Beacon frequency 1Hz

LTE scheduler MAXCI
eNodeB transmission power 45 dBm

UE transmission power 26 dBm
Number of RBs 100

D. Distribution Phase

Once a vehicle has downloaded the missing data segments
from the back-end server, other members will be notified
in subsequent extended BSMs / CAMs. This allows other
members to request those data segments over V2V networks.

IV. EVALUATION
A. Simulation Setup

To evaluate the performance of our CDVC protocol, we
conducted simulation experiments using Veins LTE [18]. We
model an urban traffic scenario with a grid-shaped road net-
work. Each road segment consists of two lanes, and the average
vehicle speed is set to 40 km/h. Based on the well-known
road traffic characteristic that the maximum lane capacity is
reached at a density between 13-17 vehicles per kilometer per
lane [19], we set the average vehicle density to 12 vehicles per
kilometer per lane. All the simulations are repeated 10 times
with an independent random seed for each run. We assume that
the entire simulation field is covered by an LTE eNodeB, and
all the vehicles are equipped with LTE and DSRC interfaces.
Vehicles request a new data content every three seconds. Each
data content has the size of 100 kbytes, and is equally divided
into 20 data segments. Other simulation parameters are listed
in Table I.

We compare the performance of CDVC (referred to as
Hashing) with two baseline download policies. The LTE-only
approach has every vehicle download all the data segments
over cellular networks, while the Random download policy
randomly selects a subset of data segments that each member
of a vehicular micro cloud is responsible for downloading.

We investigate the following metrics to evaluate the perfor-
mance:

o Cellular network load: the ratio of downlink resource

blocks (RBs) utilized within an LTE cell

e Average download time: average time required for a

vehicle to download a complete data content

o Cellular download ratio: the proportion of data segments

that are downloaded via cellular networks, which indi-
cates the efficiency of traffic offloading

B. Simulation Results

Figure 3 shows the cellular network load, which is indicated
by the ratio of utilized LTE resource blocks. As expected,
the LTE-only approach incurs a non-negligible amount of
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Figure 4. Average download time

cellular data traffic, because multiple vehicles download the
same data segments from a remote server. The Random policy
significantly reduces the cellular network load by mitigating
such redundant data requests from the server. The Hashing-
based download policy can further save the cellular network
resources by 75% as compared to the Random scheme by co-
ordinating vehicles such that they download non-overlapping
subsets of data segments.

Figure 4 shows the average download time with various
numbers of micro cloud members. The results imply that the
size of a vehicular micro cloud is an important factor that
affects the efficiency of cooperative download. The download
time of the Random and Hashing-based policies tends to be
longer than that of the LTE-only scheme for small vehicular
micro clouds, because of the limited likelihood of finding
cached data segments. However, we can clearly observe that
the download time significantly decreases as the number of
micro cloud members increases. For micro clouds with more
than five members, the download time can be even lower
than the LTE-only scheme while saving the cellular network
resources by more than 95%.

The similar trends can be also seen in Figure 5, which
shows the cellular download ratio. While the significant ratio
of data requests can be offloaded to V2V networks even with
the smallest vehicular micro cloud consisting of two members,
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much higher efficiency can be achieved as the size of vehicular
micro clouds increases. In [20], the authors have analyzed
realistic road traffic data in the city of Luxembourg and found
that many regions across the urban road network consistently
have more than 10 vehicles, especially during rush hours. This
clearly indicates the potential that cooperative download in
a vehicular micro cloud can significantly reduce the cellular
network load.

V. CONCLUSION

In this paper, we have proposed a protocol for a group of
connected vehicles to collaboratively download data contents
of common interest. Our CDVC protocol forms a vehicular
micro cloud among the vehicles with similar mobility charac-
teristics and common data interests. The micro cloud members
employ a distributed mechanism to maintain a DHT, which
uniquely determines non-overlapping subsets of data segments
that each member is responsible for downloading in the case
that those segments are not cached within the micro cloud.
The simulation results show that the DHT-based coordination
mechanism can effectively reduce the redundant data requests
from a remote back-end server, and thereby save the cellular
network resources by up to 95%.

Our future work includes more detailed analysis on com-
munication overhead associated with coordination among vehi-
cles. The comparison with edge-assisted cooperative download
where an edge server helps vehicles adjust their data download
policies is also part of our next steps.
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