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Abstract—Coupling Vehicular Ad Hoc Networks (VANETs)
with wired networks such as the Internet via access points
creates a difficult mix of highly mobile nodes and a static
infrastructure. In order to evaluate the performance of typical ad
hoc routing protocols—in particular, we used Dynamic MANET
On Demand (DYMO)—in such VANET scenarios, we combined
microsimulation of road traffic and event-driven network simu-
lation. Thus, we were able to analyze protocols of the Internet
protocol suite in VANET scenarios with highly accurate mobility
models. Varying parameters of DYMO for a multitude of traffic
and communication scenarios helped point out approaches for
improving the overall performance and revealed problems with
the deployment. It could be shown that in realistic scenarios,
even for medium densities of active nodes and low network
load, overload behavior leads to a drastic decrease of the
perceived network quality. Cross-layer optimization of transport
and routing protocols therefore seems highly advisable.

I. INTRODUCTION

Recent research in the area of Vehicular Ad Hoc Networks
(VANETs) was primarily focused on the development and
the evaluation of highly specialized protocols, e.g. for the
exchange of position information or hazard warnings between
cars [1]. Significantly less work dealt with evaluating the use
of existing Internet protocols, along with standard hard- and
software, to create and maintain VANETs and couple these
networks with the Internet.

The Mobile Ad Hoc Network (MANET) working group of
the Internet Engineering Task Force (IETF) develops standards
for routing in dynamic networks of both mobile and static
nodes. One protocol currently in the working group’s focus is
Dynamic MANET On Demand (DYMO) [2]. It was conceived
as successor to the popular Ad Hoc on Demand Distance
Vector (AODV) routing protocol [3], [4]. Its use in the context
of VANETs has already been extensively investigated [5]. The
DYMO protocol draft expressly provides for the coupling of
a MANET with the Internet, which makes an evaluation of
communication connections between mobile nodes and static
infrastructure especially attractive.

A car taking part in a MANET scenario could already
establish such connections in reach of one of an ever growing
number of public hotspots while driving in the city, and a
deployment of access points along highways in the near future
seems feasible. Apparently, this coupling of MANET and
Internet is especially attractive for road users if it allows the
utilization of virtually all existing resources of the Internet
without relying on expensive dedicated channels provided by
a cellular network.
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Fig. 1. Routing information dissemination in AODV and DYMO

In this work, the feasibility, the performance, and the limits
of ad hoc communication using DYMO were evaluated and
potentials for optimizing the deployed transport and routing
protocols were investigated. Special care was taken to provide
realistic scenarios of both road traffic and network usage. This
was accomplished by simulating a variety of such scenarios
with the help of two coupled simulation tools [6]. A microsim-
ulation environment for road traffic supplied vehicle movement
information, which was then fed into an event-driven network
simulation that configured and managed a MANET model
based on this mobility data. The protocols of the transport,
network, data link, and physical layers were provided by well-
tested implementations for the network simulation tool, while
MANET routing was performed by our own implementation
of DYMO.

II. DYNAMIC MANET ON DEMAND (DYMO)

DYMO [2] is a new reactive (on demand) routing protocol,
which is currently developed in the scope of the IETF’s
MANET working group. DYMO builds upon experience with
previous approaches to reactive routing, especially with the
routing protocol AODV. It aims at a somewhat simpler design,
helping to reduce the system requirements of participating
nodes, and simplifying the protocol implementation.

DYMO retains proven mechanisms of previously explored
routing protocols like the use of sequence numbers to enforce
loop freedom. At the same time, DYMO provides enhanced
features, such as covering possible MANET–Internet gateway
scenarios and implementing path accumulation as depicted in
Figure 1.

Besides route information about a requested target, a node
will also receive information about all intermediate nodes
of a newly discovered path. Therein lies a major difference
between DYMO and AODV, the latter of which only generates
route table entries for the destination node and the next hop,



while DYMO stores routes for each intermediate hop. This is
illustrated in Figure 1. When using AODV, node A knows only
the routes to nodes B and D after its route request is satisfied.
In DYMO, the node additionally learned a route to node C.

To efficiently deal with highly dynamic scenarios, links on
known routes may be actively monitored, e.g. by using the
MANET Neighborhood Discovery Protocol [7] or by examin-
ing feedback obtained from the data link layer. Detected link
failures are made known to the MANET by sending a route
error message (RERR) to all nodes in range, informing them of
all routes that now became unavailable. Should this RERR in
turn invalidate any routes known to these nodes, they will again
inform all their neighbors by multicasting a RERR containing
the routes concerned, thus effectively flooding information
about a link breakage through the MANET.

DYMO was also designed with possible future enhance-
ments in mind. It uses a generic MANET packet and message
format [8] and offers ways of dealing with unsupported
elements in a sensible way.

III. SIMULATION TOOLS

For the selection of a suitable traffic simulation tool, two
aspects had to be weighed against each other. Clearly, the
underlying traffic model was to be as simple and compre-
hensible as possible, so that reproducible results could be
obtained. On the other hand, the simulation model needed to
be complex enough to produce realistic patterns, which—as
has been shown in related work—greatly influence the quality
of results obtained from overlaid network simulations [9].

Microsimulation of road traffic was performed by an adapta-
tion of TrafficApplet1, an open source traffic microsimulation
tool that provides an accurate model of microscopic driver
behavior, as opposed to the still common simplistic [10] or
proprietary behavior models [11]. It implements the microsim-
ulation models IDM [12] and MOBIL [13] to calculate lon-
gitudinal and lateral movement, respectively. The behavior of
simulated vehicles can be configured with simple parameters
like “desired velocity” or “comfortable acceleration”, which
were used to model two different types of road users. Nodes
of type Truck traveled at a maximum speed of 22.2m/s
(approx. 80 km/h, 50mph) and made up 20% of the vehicles
simulated. The remaining 80% of vehicles were of type Car
and traveled at speeds of up to 33.0m/s (approx. 120 km/h,
75mph). All simulations were performed at a density of
4.2 vehicles per kilometer and lane, representing nightly
traffic, as well as at a density of 28.0 vehicles per kilometer
and lane, which modeled rush-hour traffic [14], [15].

Sample speed traces recorded in both scenarios are shown
in Figure 2. Obviously, using a smaller number of simulated
vehicles allowed the cars to move nearly unimpaired by trucks
or other cars and to travel at or near top speed. The scenario
thus maximized speed differences between nodes, so links
between cars of different lanes, between cars and trucks, as
well as between vehicles and roadside infrastructure were

1http://www.vwi.tu-dresden.de/∼ treiber/MicroApplet
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Fig. 2. Speed samples of simulated cars at different traffic densities

highly unstable. A larger number of simulated vehicles forced
cars and trucks into a stop-and-go motion, reducing the cars’
top speed to that of trucks. This stabilized links between
vehicles and reduced speed differences between vehicles and
roadside infrastructure, but caused large oscillations of local
node densities.

Realistic communication patterns of MANET nodes were
modeled using OMNeT++ 3.2p1 [16], a simulation environ-
ment free for non-commercial use, and its INET Frame-
work 20060330, a set of simulation modules released under
the GPL. OMNeT++ runs discrete, event-based simulations of
communicating nodes on a wide variety of platforms and is
getting increasingly popular in the communications commu-
nity. Scenarios in OMNeT++ are represented by a hierarchy
of reusable modules written in C++. Their relationships and
communication links are stored as Network Description (NED)
files and can be modeled graphically. Simulations are either
run interactively in a graphical environment or executed as
command-line applications. The INET Framework provides a
set of OMNeT++ modules that represent various layers of the
Internet protocol suite, e.g. the TCP, UDP, IPv4 and ARP
protocols. It also provides modules that allow the modeling
of spatial relations of mobile nodes and IEEE 802.11 trans-
missions between them.

IV. SIMULATION MODEL

The DYMO routing protocol was implemented as an
application-layer module of the INET Framework module set.
Following the specification [2], it employs UDP to communi-
cate with other instances of DYMO. Additionally, it uses two
helper modules to support DYMO operation on the network
layer. The complete protocol stack is shown in Figure 3. The
first helper module is able to queue outbound packets before
routing in the network layer occurs, so that a route can be
set up by DYMO. The queue can then be signaled to release
buffered packets for a given destination—either in order to
have them routed to the first hop or to have them discarded
by the network layer because no route could be found. The
second helper module is installed as a hooking function in
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Fig. 3. DYMO and support modules in the protocol stack

the inbound packet path. It notifies DYMO of the arrival of
packets. This way, routing table entries can be refreshed and
route errors can be sent, respectively. DYMO and its helper
modules are assembled together with various components of
the INET Framework to form simulated MANET nodes.

Mobile nodes are represented by modules of type Car,
which perform DYMO along with TCP or UDP applications
that generate application specific traffic. Communication with
other nodes takes place via an IEEE 802.11 module. The road-
side infrastructure is provided by modules of type AccessPoint,
which execute DYMO only to route between the wireless and
the wired network, i.e. the Internet. Internet connectivity is
modeled by a node of type CSTMGateway that is also running
DYMO. It sends back delayed response messages to requests
via TCP or UDP, i.e. it simulates the application servers that
are used by the clients (the Cars).

For all communications, the complete network stack, includ-
ing ARP, was used and wireless modules were configured to
closely resemble IEEE 802.11b network cards transmitting at
11Mbit/s with RTS/CTS disabled. The TCP protocol imple-
mentation follows the TCP Reno specification. Thus, results
can be readily compared with existing Linux implementations
of DYMO, e.g. NIST DYMO or DYMOUM. For the simulation
of radio wave propagation, a plain free-space model was
employed and the transmission ranges of all nodes adjusted
to a fixed value of 180m, a trade-off between varying real-
world measurements described in related work [17], [18]. All
simulation parameters used to parameterize the modules of the
INET Framework are summarized in Table I.

In order to ensure realistic application layer traffic, the fol-
lowing three different communication scenarios were modeled:

1) Vehicles polled traffic information from an Internet host.
At 5 minute intervals, starting at a random point in time
no more than 5 minutes from the start of a simulation,
a vehicle tried to send a 256Byte UDP packet to the
gateway, which, upon reception of the packet, answered
with a 1024Byte response packet.

2) Mobile nodes checked a POP3 mailbox (using TCP)
for new messages, configured with a maximum segment
size of 1024Byte and an advertised window size of
14 336Byte, to send eight 16Byte commands, each
triggering a 32Byte response. As in the first case, the
mailbox check was repeated 5 minutes after sending the

Fig. 4. Simulated MANET scenario

TABLE I
INET FRAMEWORK MODULE PARAMETERS

Parameter Value
TCP.mss 1024Byte
TCP.advertisedWindow 14 336Byte
TCP.tcpAlgorithmClass TCPReno
ARP.retryTimeout 1 s
ARP.retryCount 3
ARP.cacheTimeout 100 s
mac.address auto
mac.bitrate 11Mbit/s
mac.broadcastBackoff 31 slots
mac.maxQueueSize 14Pckts
mac.rtsCts false
decider.bitrate 11Mbit/s
decider.snirThreshold 4dB
snrEval.bitrate 11Mbit/s
snrEval.headerLength 192 bit
snrEval.snrThresholdLevel 3dB
snrEval.thermalNoise −110 dB
snrEval.sensitivity −85 dB
snrEval.pathLossAlpha 1.9
snrEval.carrierFrequency 2.4GHz
snrEval.transmitterPower 2mW
channelcontrol.carrierFrequency 2.4GHz
channelcontrol.pMax 2mW
channelcontrol.sat −80 dBm
channelcontrol.alpha 1.9

first command and the maximum session length limited
accordingly.

3) Vehicles requested RSS feeds from a web server (also
using TCP). This was represented by changing the
second case’s parameters, so that nodes would only send
a single, 256Byte request message and receive a single,
65 536Byte response message, with fragmentation and
reassembly taking place in lower layers.

The modeled nodes were then further combined to create
the MANET scenario shown in Figure 4, a simulated highway
with two lanes in each direction forming a 10 km long closed
ring with evenly spaced access points at distances of 2 km,
5 km or 10 km, depending on the scenario.
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V. PERFORMANCE ANALYSIS

Perceived performance of the VANET was estimated by
recording the overall success rate, i.e. the probability of
successful reception of a UDP information packet, the last
POP3 response, or a complete RSS feed, at the requesting
vehicle depending on the traffic pattern in use. Performance
was measured at four different node densities of 0.42, 2.8,
4.2, and 28 vehicles per kilometer and lane, corresponding
to the two chosen traffic densities and fractions of 10% and
100% DYMO-equipped vehicles, respectively. Three different
minimum route lifetimes of 1 s, 3 s, and 10 s were tried for
each of the simulated scenarios. A value of 1 s proved to
balance the amount of route request and route error messages
in the network best. Also, setting the DYMO Network Size
parameter to 50 hops instead of to the default 10 hops proved
to be beneficial when access points were spaced more than
2 km apart and node densities did not exceed 28 vehicles per
kilometer and lane.

All results are shown as boxplots. For each data set, a box
is drawn from the first quartile to the third quartile, and the
median is marked with a thick line. Additional whiskers extend
from the edges of the box towards the minimum and maximum
of the data set, but no further than 1.5 times the interquartile
range. Data points outside the range of box and whiskers are
considered outliers and drawn separately.

Figure 5 shows the overall probability of a simulated UDP
session being successfully completed for different node densi-
ties and access point distances. As can be seen, even low node
densities of 4.2 nodes per kilometer and lane, as well as sparse
access point deployment of one node per 5 km highway, suf-
ficed to permit the exchange of UDP packets in approx. 50%
of all tries. Results for other communication scenarios are
shown in Figure 6, which plots the overall probability of a
session being successfully completed for a fixed access point
distance of 5 km. Due to the retry mechanisms offered by
the TCP protocol, POP3 sessions always had a significantly
higher chance of being completed than plain UDP sessions,
even though completion of a POP3 session required the
exchange of more packets. Also visible is a rapidly decreasing
probability of sessions being successfully completed when
node densities increased to above 4.2 nodes per kilometer and
lane or when larger messages were to be delivered. While at
0.42 nodes per kilometer and lane, the probability of RSS
sessions completing was almost at par with that of POP3
sessions, at 2.8 nodes per kilometer and lane already only half
as many RSS sessions finished successfully—approx. 20%
compared to approx. 40% POP3 sessions. Figures 7 and 8
illustrate a reason for this decrease. With a rising number of
communicating nodes, network traffic on the shared medium
was increasingly dedicated to DYMO packets until, at 28.0



vehicles per kilometer and lane, the MANET was almost
exclusively busy exchanging routing messages. Reducing the
number of actively participating nodes to 10% significantly
improved figures—even for node densities as low as 2.8
vehicles per kilometer and lane.

To estimate the impact of overload effects on the quality
of routes established by DYMO in the VANET, the relation
between the length of a route in number of hops and the
total distance bridged between vehicle and access point was
examined. As can be seen in Figure 9, the bridged distance
is closely related to the number of hops and it is increasing
linearly by approx. 150m per hop—not much less than the
nodes’ communication range of 180m.

In order to reduce the stress imposed on the network due
to constant link breakages and subsequent flooding of route
error and new route request messages, a promising mechanism
was implemented for estimating the potential route stability by
taking movement directions into account. When comparing
two routes to find the shortest path, DYMO now added
a malus of 0.1–5.0 hops for each time a packet was sent
to a vehicle traveling in the opposite direction. Information
about a vehicle’s relative travel direction was assumed to be
estimable by the physical layer. Figure 10 shows the results
of this adaptation. Success rates of sessions could indeed
be significantly improved by adding such a malus, but the
adaptation failed to produce the huge effects observed by
other groups [5] when completely ignoring oncoming traffic
for route selection.

VI. CONCLUSION AND FUTURE WORK

Evaluation of the feasibility and the expected quality of
VANETs operated with the routing protocol DYMO showed
that for small amounts of payload data to be transported,
ad hoc networks of vehicles and static highway infrastructure
can be successfully setup, maintained, and used with well-
known protocols from the Internet protocol suite alone. Even
low node densities and sparse access point deployment sufficed
to support routine polling of information via an Internet
gateway, e.g. the checking of a POP3 mailbox. Larger amounts
of network traffic to be transported over the ad hoc network,
however, induced overload effects that noticeably destabilized
the VANET. Particularly at higher node densities, which
commonly occurred in micro-jams, the routing and transport
protocol behavior led to a drastic increase in network load.
When the network became congested and new connections
could not be established, simple retry mechanisms only fur-
thered congestion.

Simulation results therefore seem to encourage an adapta-
tion of the protocols in use, so problems perceived by lower
layers are reacted to in a sensible way and application re-
quirements are taken into account when the network becomes
overloaded. Cross-layer optimization might keep nodes from
using potentially unstable routes for low-priority messages in
favor of a reduction of network load. Also, the results of the
conducted simulations make a simple flooding of messages
through the VANET and the selection of routes without taking

node position and mobility into account, as proposed in the
current draft of DYMO, appear wasteful. An experimental
modification of DYMO, which penalized routes across the
lanes when assessing the quality of potential routes, proved
beneficial, but failed to produce the predicted increase in
overall network quality that was claimed in related work.
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