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Abstract—We study the effect of radio signal shadowing
dynamics, caused by vehicles and by buildings, on the
performance of beaconing protocols in Inter-Vehicular
Communication (IVC). Recent research indicates that beaconing,
i.e., one hop message broadcast, shows excellent characteristics
and can outperform other communication approaches for both
safety and efficiency applications, which require low latency
and wide area information dissemination, respectively. We
show how shadowing dynamics of moving obstacles hurt IVC,
reducing the performance of beaconing protocols. At the same
time, shadowing also limits the risk of overloading the wireless
channel. To the best of our knowledge, this is the first study
identifying the problems and resulting possibilities of such
dynamic radio shadowing. We demonstrate how these challenges
and opportunities can be taken into account and outline a
novel approach to dynamic beaconing. It provides low-latency
communication (i.e., very short beaconing intervals), while
ensuring not to overload the wireless channel. The presented
simulation results substantiate our theoretical considerations.

I. INTRODUCTION

Inter-Vehicular Communication (IVC) has become one of
the major fields of research in the networking community.
Depending on the use case, applications can be categorized
into safety, efficiency, and entertainment [1]. In this paper, we
concentrate on the first two classes of applications, which are at
the center of short range radio communication based systems.

In the last couple of years, it turned out that, here, beaconing
based dissemination concepts are not only adequate but clearly
outperform classical routing approaches [2]–[4]. In this context,
the term beacon refers to periodic application messages, which
are broadcast to all one-hop neighbors. These beacons can be
rebroadcast, i.e., relayed, if necessary. ETSI (TC ITS) and the
Car-to-Car Communication Consortium (C2C-CC) took up the
idea of beaconing when standardizing Cooperative Awareness
Messages (CAMs) based on IEEE 802.11p/DSRC [5]. These
messages, which are designed to be broadcast periodically with
a fixed beaconing frequency in the range of 1Hz to 10Hz,
form the basis for establishing cooperative awareness among
vehicles in communication range.

Mainly based on simulation experiments, it has been ex-
tensively discussed that fixed period beaconing easily leads
to severe channel congestion. As a result, adaptive beaconing
protocols have been developed [2]–[4], [6]. More recently,
Decentralized Congestion Control (DCC) has been suggested
in ETSI ITS-G5 to cope with congestion problems [7], [8].

All these works, however, assumed optimal (i.e., un-
obstructed) channel conditions. Most recently, theoretical
modeling approaches supported by measurement campaigns
have clearly shown that signal shadowing and fading could
substantially impact the wireless communication between
neighboring vehicles [9]–[11].

In this paper, we investigate this impact considering both
mobile obstacles (i.e., other vehicles) and stationary obstacles
(i.e., buildings) in the context of beaconing based information
dissemination. To the best of our knowledge, this is the
first study on the identification of problems caused by radio
shadowing due to mobile and stationary obstacles and the
consequent challenges.

We show that fixed period beaconing as well as moderately
reactive adaptive approaches cannot cope with the increased
network dynamics caused by shadowing. However, according to
our findings, shadowing effects not only lead to new challenges
such as how to ensure low transmission latency for safety
applications and wide range data dissemination for efficiency
applications, but they also provide opportunities due to an
inherently reduced channel load.

The contributions of this paper can be summarized as
follows:

• We study the negative effects of signal shadowing on IVC
caused by neighboring vehicles and by buildings, going
beyond recent studies on the impact of buildings only.

• We investigate how dynamic beaconing could also benefit
from these effects and present a novel algorithm, Dynamic
Beaconing (DynB), that provides substantially improved
beaconing performance in the presence of radio signal
shadowing by both static and mobile obstacles.

• We carefully investigate the resulting performance com-
pared to related approaches under different radio shadow-
ing models. As can be seen from our results, the proposed
approach can aggressively speed up beaconing, leading to
very low transmission delays, while very quickly reacting
to overload situations.

DynB opens up the road for a new generation of dynamic
beaconing solutions that react more aggressively to dynamics
in the network – caused, for example, by time-variant signal
shadowing effects.

978-1-4673-5946-7/13/$31.00 ©2013 IEEE

2013 Proceedings IEEE INFOCOM

110



2

II. RELATED WORK

There is a considerable amount of scientific work on
cooperative awareness and safety applications using periodic
beacon messages [2], [3]. To elaborate on one example, Ros
et al. proposed a protocol to increase the reliability while
minimizing the number of beacon retransmissions [12]. In
their approach, local position information is used by cars to
determine whether they belong to a connected dominating set
and subsequently reduce waiting periods before retransmissions.

The main challenge for not just this but all beacon systems,
however, is that they are very sensitive to environmental
conditions such as network topology and load.

The key challenge of adaptive beaconing is to dimension the
system in such a way that the available capacity of the channel
is carefully used in high density scenarios. Recently, building
on earlier approaches to cope with congestion problems [7], [8]
DCC has been proposed in ETSI ITS-G5 and it has been sug-
gested to combine beaconing with geographical knowledge [13].
In earlier work, we have presented our Adaptive Traffic Beacon
(ATB) protocol, which carefully adjusts the beaconing period
according to an estimate of the available channel capacity and
message utility [3], [6].

Yet, studies of all these approaches assumed an optimal
channel model, i.e., freespace radio propagation. Considering
effects of signal shadowing and fading –especially caused
by other vehicles and buildings– is changing the conditions
substantially. Due to these reasons, we take the resulting
opportunities and challenges into account for designing a novel
approach to dynamic beaconing.

III. DYNAMIC BEACONING

Beacons support cooperative awareness, so they should be
sent at a rate ensuring the delivery to all interested receivers
within a proper deadline. The correct rate depends on network
conditions and propagation scenario, as in congested or bad
networking conditions it is preferable to have a lower rate
than high collision rates and congestion. How to adapt the
inter-beacon interval I is the issue that needs to be addressed.

ETSI ITS-G5 has standardized the DCC Transmit Rate
Control (TRC) mechanism [8] to adapt I based on a simple
state machine as depicted in Figure 1. State transitions are
driven by bt, a measure of the channel busy time, given a
sampling interval Tm; this means that bt is the fraction of time
the channel has been sensed busy between t and t− Tm.

TDCC is the inter-decision interval (i.e., state transitions occur
after every TDCC), while Tup and Tdown are filtering (time)
windows applied to take the decisions on whether to increase
or decrease the interval, respectively. The times TDCC, Tup,
and Tdown are integer multiples of Tm. The decision variables
of the algorithm are bup = min

{
bt−Tup , . . . , bt

}
and bdown =

max {bt−Tdown , . . . , bt}; they are compared against threshold
values bmin and bmax. Table I reports the ITS-G5 default values
for the parameters, which we use in the performance evaluation.

Note that, because we only use TRC, we also adapt the
beacon interval when entering the second state. Thus, each

Table I
PARAMETERS OF THE IMPLEMENTED ALGORITHMS.

Variant Parameter Value

TRC Imin, Idef, Imax 0.04 s, 0.5 s, 1 s
bmin, bmax 0.15, 0.40

TM, TDCC, Tup, Tdown 1 s, 1 s, 1 s, 5 s

DynB Ides 0.01 s
bdes 0.25

Imin Idef Imax

bup ≥ bmin bup ≥ bmax

bdown < bmin bdown < bmax

Figure 1. State machine of the TRC algorithm.

of the three states corresponds to a different interval in
{Imin, Idef, Imax}, as shown in Figure 1.

In a static scenario, this scheme (which we will refer to as
TRC) was shown to successfully manage channel access, albeit
at the cost of synchronized oscillations in channel load and a
pronounced under-utilization of channel capacity [7]. Moreover,
in highly dynamic scenarios (cf. Section IV) we show that
the algorithm can also lead to the opposite: a pronounced
over-utilization of channel capacity and, thus, packet loss.

Reasons of the DCC TRC mechanism failure can be easily
found in its poor adaptation properties and a coarse design
of the controlling algorithm. For this reason we propose a
novel, more sophisticated and theoretically sound adaptation
algorithm, named DynB.

First of all we get rid of all the additional sampling and
windowing parameters, as the beacons themselves offer a
natural and very convenient sampling process. Moreover,
elementary control theory shows that in a sampled system,
using sampling processes different from the fundamental one
can lead to instabilities, which is exactly what is observed with
ETSI ITS-G5 DCC TRC.

DynB uses only two control variables: bt (the fraction of
busy time between t − I and t) and N (the simple one-hop
neighbor count). These variables are used to force the beacon
interval I as close as possible to a desired value Ides as long
as the channel load does not exceed a desired value bdes.

Let r = bt/bdes − 1, clipped in [0, 1], be a measure of the
distance by which the actual channel load bt exceeds a desired
load bdes. The beacon interval is calculated as

I = Ides (1 + rN) . (1)

The rationale is clear: I should increase as the network becomes
denser (more neighbors), and it must do so only when the
channel occupancy is above the target value. The algorithm is
fully distributed and each node adapts its beaconing interval to
the local conditions. Computing N is trivial, as a neighbor is
defined as a node j whose beacons are received at node i, so
a good estimate of N is simply the number of nodes whose
beacons have been received in the time interval Imax.
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In order to determine a target value of the desired channel
load bdes, we start by calculating an upper bound tbusy for trans-
mitting a payload of l = 512 bit at 18Mbit s−1 according to
the operation of the PLME-TXTIME.confirm primitive described
in [14, Section 17.4.3]:

tbusy = Tpreamble + Tsignal + Tsym

⌈
16 + l + 6

NDBPS

⌉
. (2)

With default values of the preamble duration Tpreamble = 32 µs,
the SIGNAL symbol duration Tsignal = 8 µs, the duration of a
symbol Tsym = 8 µs, and the number of data bits per symbol
NDBPS = 72, we obtain tbusy = 104 µs.

For a packet transmitted on the CCH with an application
layer priority that maps to AC VO, default parameters according
to [5, Section 7.3.2.29] dictate a TXOP limit of one frame,
resulting in a minimum idle time of one Arbitration Interframe
Space (AIFS), taifs = Tsifs + AIFSN×Tslot. With default values
of AIFSN = 2, Tsifs = 32 µs, and Tslot = 13 µs, we obtain
taifs = 58 µs. Providing for a true channel idle time tidle, one
can then obtain

bt =
tbusy

tbusy + taifs + tidle
. (3)

For tidle = 0 (i.e., a continuous stream of data without respect-
ing the contention protocol) we obtain a theoretical maximum
busy ratio bt ≈ 0.64. Taking into account contentions, as a
first approximation, one can add the average initial backoff
counter to tidle = 1.5 × 13 µs = 20.5 µs (CWmin = 3) and
obtain bt ≈ 0.57.

The impact of collisions on safety applications is catastrophic,
thus we want to keep the channel load to a level that guarantees
a marginal collision rate, let’s say pcoll ≤ 0.05. The computation
of collision rates in 802.11 networks is complex, and to the
best of our knowledge there are no simple models available to
do it. However, disregarding the backoff freezing on successive
attempts, we can approximate it with the probability that two
or more stations have a beacon to transmit while the channel
is busy multiplied by the probability that at least two stations
chose the same backoff within the contention window. Easy
combinatorics (not reported here for the sake of brevity) leads
to a desired channel busy ratio of bdes = 0.25 for values of N
compatible with vehicular networks.

IV. SIMULATION SETUP AND SCENARIOS

In order to cross-check our analytical considerations we
conducted a simulative study using the vehicular network sim-
ulation framework Veins [15], which integrates the OMNeT++
network simulator with the SUMO road traffic simulator.
Veins builds on the MiXiM framework physical layer model,
which allowed us to implement in our simulation the building
shadowing model presented in [9] and the vehicular shadowing
model presented by Boban et al. [11].

The used packet error and Medium Access Control (MAC)
layer models are based on the IEEE 802.11p model presented
in [16], using a rate of 18Mbit s−1, a transmission power of
20mW, and a receiver sensitivity of −94 dBm. For eliminating

effects caused by channel switching between the Control Chan-
nel (CCH) and the Service Channel (SCH), we changed the
model to use the CCH only. Further, we set the MAC queue size
to one; in practice, beacons will never be queued, but instead
be replaced with new information when available. In addition,
all beacons use the same Access Category (AC) AC VO,
which results in parameters of CWmin = 3, CWmax = 7, and
AIFSN = 2.

Building on this, we implemented simulation models of
both the TRC and the DynB algorithm (cf. Section III)
for adaptive beaconing in a wide range of scenarios. We
obtained 5 to 20 repetitions for each simulation experiment
for statistical confidence, keeping seeds for pseudo random
number generation constant across experiments and varying
across repetitions.

In order to study realistic vehicle-caused radio shadowing,
we used a typical mix of different vehicles (90% cars and 10%
trucks) with randomly distributed dimensions as listed in the
SUMO documentation. All vehicles are moving according to
the SUMO standard Krauss driver model.

In the freeway scenario, we simulated 10 km of a straight
freeway with two lanes in each direction, where trucks are
only allowed to drive on the rightmost lane. We configured
simulations of two densities that closely matched the inter-
vehicle spacings of ~exp(0.0039)m−1 and ~exp(0.0238)m−1

presented in [17]. The jam scenario simply corresponds to
choosing the minimum inter-vehicle space allowed by SUMO.
Statistics for the evaluation have been recorded only for nodes
in an 8 km long Region of Interest (ROI), and after a warm-up
period to fill the freeway with the desired vehicle density.

For the suburban scenario, we used real-world geodata [16]
of the city of Ingolstadt, Germany from the OpenStreetMap
project. We imported street (road geodata, speed limits, right-
of-way, etc.) and building information (exact outlines of the
buildings) into the road traffic simulator SUMO, configuring
scenarios of three vehicle densities, 76.2 km−2, 98.8 km−2,
and 171.5 km−2. We simulated traffic in the whole city, but
collected statistics only in a ROI of 1.5 km× 1 km.

V. INFLUENCE OF SIGNAL SHADOWING ON BEACONING
PERFORMANCE

In a preliminary set of experiments, we evaluated the
performance of static beaconing as was originally suggested
by ETSI for cooperative awareness applications. We found
that there is a substantial impact of the radio signal shadowing
model on the suggested performance of the beaconing protocols.
Investigating the number of neighbors, we found that it is
substantially affected by radio signal shadowing, dropping by
an order of magnitude in the suburban scenario (building and
vehicle shadowing) and being cut in half in the freeway scenario
(vehicle shadowing only). Thus, the level of cooperative
awareness is much lower compared to the levels suggested by
some previous studies. This negative effect does, however, come
with a positive effect. Considering the number of collisions, we
found that if building and/or vehicle shadowing is considered
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(c) Adaptation of beacon interval when the two
clusters meet.
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(f) Impact on channel busy ratio when the two
clusters meet.

Figure 2. Comparison of TRC and DynB in the suburban and the freeway scenario, as well as when two clusters meet.

their number is reduced to manageable levels even in dense
suburban and freeway scenarios.

Finally, our results also indicated that no specific beacon
interval is clearly appropriate for all the scenarios, so it can
be said that adaptive beaconing is not only needed but the
only alternative. This finding is in line, even though differently
motivated, with related works on adaptive beaconing [3], [4],
[6], [8].

VI. BENEFITS OF DYNAMIC BEACONING

The overall behavior of TRC and DynB is directly reflected in
their dynamic and adaptive selection of the beacon interval. We
plot this metric as an empirical Cumulative Density Function
(eCDF) of chosen beacon intervals – by the nature of the
algorithms this distribution is highly irregular. The individual
plots show the channel busy ratio for radio shadowing models
of four different fidelities: freespace only (F), shadowing by
vehicles (V), by buildings (B), and by both (V+B).

The comparatively low density of vehicles in all regular
freeway scenarios (plotted as lines in Figure 2a) allows TRC to
always send at its highest configured rate (Imin = 40ms).
Similarly, even DynB can almost always pick its shortest
configured interval (Imin = 10ms). In the case of DynB,
however, it is evident that this is only possible because
other vehicles shield receivers from interference by neighbors:
simulation runs that ignore shadowing by vehicles can be seen
to force DynB to pick much larger beacon intervals, albeit
infrequently (5% of recorded observations).

The benefit of these shadowing effects is even more evident
in jammed freeway scenarios (plotted as dots in Figure 2a).
Here, simulations ignoring shadowing by vehicles would

consistently suggest that much higher beacon intervals need
to be picked. TRC, in particular, would send more than half
of all beacons at a 0.5 s interval (note that, for TRC, we
randomize beacon intervals in a range of 10% to avoid the
synchronized oscillation effects mentioned in Section III). The
benefit of these shadowing effects is also very pronounced in
suburban scenarios (cf. Figure 2d). Again, simulations ignoring
shadowing by vehicles and/or shadowing by buildings would
suggest that up to 20% of beacons need to be delayed – in
the case of TRC by up to 0.5 s.

For multihop information dissemination, as well as for
any kind of safety applications, the behavior suggested by
simulations ignoring shadowing effects would thus appear
unacceptable. In reality, shadowing effects again allow both
TRC and DynB to send at each of their configured minimum
beacon interval (Imin = 40ms and Imin = 10ms, respectively).

The channel load that results from these choices is illustrated
in Figures 2b and 2e. Each graph shows the channel load
distribution in the form of a boxplot. A box spans from the
first to the third quartile and the median is marked with a thick
line. Whiskers extend from the edges of the box towards the
minimum and maximum of the data set, but no further than
one and a half times the interquartile range. Furthermore, the
mean is marked with a small red square.

The aggressive channel use of DynB is shown to lead to
a channel busy ratio much closer to the value of bdes = 0.25
derived in Section III, a value that will keep the number of
collisions at an acceptable level. This is in sharp contrast to the
results suggested by simulations that ignore shadowing effects:
these would suggest that DynB is prone to overloading the
channel.
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We thus follow that the more aggressive channel use is made
possible, to a large part, because of radio shadowing by both
vehicles and buildings.

In all three of the realistic simulation scenarios (highway, jam,
and suburban environment) the more aggressive use of channel
capacity thus allows for more information to be delivered. This
affects both multihop data delivery efficiency, where the total
throughput of data is important, and safety applications, such
as a collision warning system, where a delay of 500ms even
on a single message can be unacceptable.

VII. BEHAVIOR IN HIGHLY DYNAMIC SCENARIOS

DynB was theoretically derived in Section III to be stable
under heavy network congestion, and to be able to quickly
react to density changes. To validate the theoretical results, we
conduct simulations for an extreme case of topology dynamics:
two disconnected clusters of 100 nodes each, both fully meshed,
meet for 5 s.

The impact of each algorithm was then observed over the
course of 30 s. For simulations that converge towards stable
behavior (TRC at low node densities and DynB at any density)
we discard observations in the transient phase; for simulations
that keep oscillating (TRC at higher node densities) we fix the
transient phase to 10 s. For the remaining 30 s, we calculate
the mean value of the beacon interval and the channel busy
ratio, as well as the 5th and 95th percentile.

Figure 2c illustrates that both algorithms successfully and
dynamically choose the beacon interval according to changes
in the number of neighbors. However, whereas TRC adapts the
beacon interval with a delay and only to discrete values either
too high or too low (the plotted percentiles span the whole
range), DynB reaches its goal of reacting almost instantly to
such changes and with only a minimal increase in the interval.

Figure 2f illustrates the background of this behavior, plotting
values of the channel busy ratio, the core metric of both
algorithms. TRC uses thresholds of the channel busy ratio
to switch between states. As these measurements are averaged
over time, this leads to a pronounced delay until it can react to
changes in network topology. In order to compensate for this,
it needs to target an overall under-utilization of the channel,
as evidenced by the plots.

DynB succeeds at its goal of adjusting the channel utilization
more quickly and more smoothly. No over- or undercompen-
sation for the change in network topology can be observed;
the adaptation is almost instant. Thus, DynB can target much
smaller beacon intervals, always keeping the channel busy ratio
as close as possible to bt = 0.25.

VIII. CONCLUSION

We studied the challenges of vehicular communications in the
presence of radio signal obstructions caused by other vehicles
and by buildings. Our simulation results clearly indicate that
signal shadowing is the source of much higher dynamics
leading to a substantially reduced performance for static period
beaconing as well as for adaptive beaconing solutions that do
not react properly to environment changes.

Yet, we have also identified opportunities such as a clearly
reduced channel load that can be taken advantage of. As a
result of these observations, we developed Dynamic Beaconing
(DynB), a novel approach to adaptive beaconing that explic-
itly focuses on the mentioned opportunities. The presented
simulation results substantiate our theoretical analysis.

In conclusion, it can be said that our approach, DynB, opens
up the road for a new generation of dynamic beaconing solu-
tions that react more aggressively to dynamics in the network –
caused, for example, by time-variant signal shadowing effects.
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