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Abstract

Secure communication in wireless ad hoc sensor networks
is a major research concern in the networking community.
Especially the few available resources in terms of process-
ing power and available memory are challenging factors.
Additionally, a typical characteristic of wireless ad hoc
sensor networks is the error-proneness and, therefore, the
unreliability of communication paths. In this paper we
describe a new approach and an according protocol for
usage in ad hoc networks that provides reliable as well as
semi-reliable communication services in combination with
security services. Thus, the proposed methodology allows
to ensure data integrity and message authentication. The
main aspects during the development were the limitations
of typical sensor nodes used in ad hoc networks in terms
of available storage, processing power, and energy. Our
solution provides the capability of acknowledging correct
receptions as well as the check of data integrity and mes-
sage authentication in a single step. Therefore, a low
overhead solution applicable to wireless sensor networks
was created providing all the mentioned communication
goals.

Keywords: cross-layer design, message authentication,
network security, reliable communication, wireless sensor
networks

1 Introduction

In recent years, many efforts have been made in devel-
oping algorithms and methodologies for building efficient
network mechanisms for reliable communications in mo-
bile ad hoc networks [21]. This work is mainly driven by
the spreading of wireless network technologies. The pri-
mary requirements are efficiency, adaptability, and scala-
bility. New communication paradigms are needed for the
forthcoming pervasive networking world. For example,
the research fields of sensor networks and body area net-
works require mechanisms and technologies for achieving
optimum data rates while addressing issues such as power-
consumption and reorganization during the data transfer
[1, 3, 10].

Many groups are working on reliable communication in
ad hoc networks. This effort is mainly driven by the key
idea to adapt the mechanisms known from transport pro-
tocols such as TCP (transmission control protocol, [17]).
Semi-reliable or partially reliable transport protocols in
the Internet were designed to overcome the drawbacks of
TCP in error-prone networks. The best-known example
is SCTP (stream control transmission protocol, [19]) and
its partial reliable extension [20]. Such protocols fail in
large-scale ad hoc networks due to the immense resource
requirements in terms of memory to store state informa-
tion as well as complete messages and in terms of compu-
tational complexity. Other approaches are required that
are primarily focused on ad hoc networks ad their capabil-
ities. One example is the flooding approach by Obraczka
et al. [13] for providing reliable group communication in
multi-hop ad hoc networks.

Questioning the requirements on communication sys-
tem in today’s ad hoc networks, we find similar charac-
teristics in wireless sensor networks, pervasive computing
environments, and WPANs (Wireless Personal Area Net-
works). Such networks are built of small entities with lit-
tle available resources in term of processing power, mem-
ory, and energy. Therefore, the quite big communication
protocols developed for the Internet are difficult or not
applicable.

Focusing on ad hoc networks, several proposals have
been published to compensate the characteristics of TCP
to determine the network congestion by measuring the
packet loss ratio. Wireless communication and mobility
often lead to single link failures while this is not a sign of
network congestion. Several surveys of TCP performance
in ad hoc and mobile ad hoc networks are available, which
summarize these approaches [2, 9, 11].

Secure communications in wireless sensor networks is
still an underestimated research area [4]. Classical ap-
proaches are not applicable due to the low resource capa-
bilities and novel approaches as described in [16] are still
work in progress. For example, Perrig et al. developed a
security architecture called SPINS that focuses on several
security problems in sensor networks [16]. Nevertheless,
such approaches do not focus on reliable communication.
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Instead, often such reliability is presumed to be provided
by the network. A prerequisite for any security solution
is an efficient key management. Several groups already
proposed solutions that can be applied [8, 12, 14]. For
our work, we assume that such a key management infras-
tructure is available.

In this paper, we present a methodology that allows
to offer security services such as data integrity checks,
message authentication, and address-verification to wire-
less sensor networks. Because the latter two services are
based on shared secrets known to both communication
end points, confidentiality can be provided using the same
keys and a symmetric encryption algorithm. In addition,
the approach provides reliable and semi-reliable commu-
nication services in ad hoc networks based on the typical
properties of reliable communication protocols, e.g. hav-
ing sequence numbers and transmission windows. The
proposed methodology allows a (online) tuning of all pa-
rameters to ensure an optimal utilization of the available
resources at each communicating node. We see the main
advantage of this approach in the combination of security
services, i.e. message authentication, and (semi-)reliable
communication resulting in a very low resource consump-
tion and, therefore, in its applicability for wireless sensor
networks.

The contributions of this paper can be summarizes as
follows. First, we discuss the need for simultaneously
available secure and reliable communication. We propose
a cross-layer design that uses well-known techniques such
as message authentication to address the objectives. As
we rely on symmetric cryptographic solutions, the per-
formance of single operations will be adequate [15]. The
flexible design of our approach allows to incorporate per-
formance enhancements developed for TCP in ad hoc net-
works such as adaptive slow start and enhanced conges-
tion control [9, 11]. Thus, our approach will perform sim-
ilar to these solutions.

The rest of the paper is organized as follows: in Section
2, the basic objectives and some motivation for this work
is provided. In Section 3, the methodology is presented
and the resulting RAC (reliable authenticated communi-
cation) algorithm is depicted in Section 4. The parame-
ters of the algorithm and the resource requirements are
analyzed in a comparative simulation as shown in Section
5. Finally, some conclusions summarize the paper.

2 DMotivation and Objectives

Among others, the following issues have to be addressed
in the research area of mobile wireless sensor networks:
data storage, data aggregation, and communication be-
tween individual nodes for data exchange and manage-
ment tasks. Typically, sensor networks are composed
of multiple, independent, autonomously working nodes.
These individual entities form a self-organizing compound
which is able to solve required tasks described at a higher
level. A typical sensor network is shown in Figure 1. Per-
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vasive communication entities are forming an ad hoc net-
work be discovering the environment, setting up neighbor-
hood relations, and using some kind of routing methods
to perform end to end communication.

Figure 1: A typical wireless, multi-hop ad hoc sensor net-
work consisting of heterogeneous mobile nodes

As already mentioned, we focus on communication as-
pects in wireless ad hoc sensor networks, i.e. in the inter-
node communication. For an effective self-management,
current information about the state of individual net-
work nodes is required, typically about neighborhood re-
lationships and relevant distribution systems. Applica-
tions are for example routing mechanisms (ad hoc, pro-
active, store-and-forward), the detection of failures, and
the management of tasks and resources. The reduction of
this state information itself provides interesting research
aspects as shown by Dressler et al. [7, 6].

The objective of this paper is to analyze the end to
end communication in ad hoc networks and to provide a
new solution to the requirement of secured communica-
tion in terms of ensuring the integrity of sent messages
and message authentication. Additionally, reliable and
semi-reliable communications solved by the same method-
ology. The key requirements for the algorithm were:

e gscalability, i.e. the overhead due to the algorithm
should be negligible (message count, message size,
memory and processing requirements).

o flexibility, i.e. the optional selection of needed func-
tionality such as reliability vs. semi-reliability and
data integrity check vs. full message authentication.

e configurability, i.e. the option to adapt the param-
eters to the capabilities of the particular entities in-
volved in the communication.

e extensibility, i.e. the possibility to implement new
functionality such as data encryption to provide con-
fidentiality.

Additionally, the mechanism should not essentially
contribute to the congestion in the network, e.g. by
building live-locks of unnecessarily high message rates.
Congestion in ad hoc networks is an important issue
not yet solved by means of Internet congestion control
mechanisms and novel approaches are work in progress
[2, 5,9, 11].
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3 Reliable
Communication
Networks

and Authenticated
in Ad Hoc

In this section, the main properties of the authenticated
and reliable communication mechanism are depicted. We
start with the presentation of the corresponding model
followed by a detailed overview to the hash-based relia-
bility check and message authentication methodology.

3.1 Model and Assumptions

The underlying model for the proposed methodology is
shown in Figure 2. Two communication end points (A
and B) are involved, but only the unidirectional message
transmission from A to B is shown.

A B
)\1v p1 |miv h([K1]:m|)l
tRET C > tACK

Figure 2: Model for reliable authenticated communication

Ay Py Im,, h([Kz],m)|

At A, messages are created and transmitted with a rate
A1. The communication channel has a loss probability of
p1. Each message sent from A to B is padded with a hash
value of the complete message (payload). At B, the hash
values are stored for a while (tACK) and sent back to A
in a compressed form, i.e. multiple hash values in a single
message. The resulting acknowledge rate is depicted as
Ag. The channel from B to A has a loss probability of ps.
Retransmissions as used in full-reliable mode are triggered
by a retransmission timeout (tRET) individually for each
message. Back-off mechanisms as provided by current
TCP variants might be employed for fine-tuning of the
tRET parameter.

Based on these properties, the corresponding equa-
tions for calculating the acknowledge rate Ao can be
determined:

Message arrival rate at B:
Al =A% (1= p1).
Number of received messages in the acknowledge window:
[Mpecw] = A1t * tACK.

Acknowledge rate using amax (maximum number of ac-
knowledges per message):

Ay = (lmrec'u| * amag;)/tACK.
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3.2 Hash-based Reliability

Typically, sequence numbers are used to provide reliable
or semi-reliable communication. On the one hand, this
mechanism allows to easily check the number of lost mes-
sages and to provide a window mechanism for available re-
transmissions. On the other hand, for semi-reliable trans-
missions, i.e. is only the reception of messages should
be verified, there is no advantage of subsequent num-
bers identifying the individual messages. We decided to
skip the classical sequence numbers and employ hash-
based mechanisms instead. A hash value is calculated for
each message (payload) and stored at the sender. If the
message is acknowledged, the corresponding message was
completely received at the destination. The change has
a few advantages compared to sequence numbers. First,
there is no possibility to overflow the number space. Also,
the low overhead created by the check of successful recep-
tion if used in semi-reliable mode has to be mentioned.
Finally, it allows an all-in-one solution for reliable data
communication, verification of data integrity, and mes-
sage authentication.

There are a couple of requirement on the hash func-
tion to use in this methodology. It must be a collision-
resistance hash function, i.e. it is computationally in-
feasible to find any pair (x,2/) with  # x/ such that
h(x) = h(af), and it must be computable with low pro-
cessing overhead. Research on such hash functions de-
rived at least two useful functions: MD5 (message digest
5) and SHA-1 (secure hash algorithm 1). We decided to
employ MD5 [18] due to its high performance [15], but
any other hash function which fulfils the mentioned re-
quirements can be used as well.

3.3 Data Integrity and Message Authen-
tication

The proposed solution for (semi-)reliable data communi-
cation already includes all necessary elements for offering
security services such as data integrity check and mes-
sage authentication. In addition to the requirements on
the employed hash function presented in the last section,
there are some more on a cryptographic secure hash func-
tion in order to ensure such security services. Such a cryp-
tographic hash function must be pre-image resistance, i.e.
for essentially all pre-specified outputs y, it is computa-
tionally infeasible to find an = such that h(z) = y, and
2nd pre-image resistance, i.e. given a x it is computa-
tionally infeasible to find any second input a/ with x # a/
such that h(z) = h(xr). For example, the MD5 fulfils
these requirements.
Finally, the hash function is used for two purposes:

1) verification of the successful reception of a particular
message and

2) check of the data integrity during the transmission.

If a shared key is available between both communi-
cation end points, it can be used for complete message
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authentication using the same basic reliable and authenti-
cated communication algorithm. Therefore, at least basic
security services are embodied into the area of low re-
source, mobile ad hoc networks. The complete algorithm
is described in the next section.

4 RAC Algorithm

The main goal of this section is to provide a detailed view
on the RAC (reliable and authenticated communication)
algorithm. First, a schematic overview is given as shown
in Figure 3. All the involved objects and data flows are
depicted. Shortly, the algorithm works as follows.

[m Cm] b Cm Cm]
Appl. i | Appl.
t (ARATRAR] i
_

A

Figure 3: Involved objects and data flow of the RAC al-
gorithm

For each message m to be sent from A to B, a message
digest (hash value, h) is computed and stored in a local
database. Additionally, it is padded to the message before
actually transmitting it. In reliable mode the message m
is stored together with h. Finally, a timestamp is stored
in conjunction with h for maintaining retransmissions or
recognizing lost data. At the receiver B, the hash value is
cut from the message and stored in a local database that
is used for combining multiple acknowledges into a sin-
gle acknowledge message in order to reduce the number
of acknowledge messages from B to A. If the number of
acknowledges exceeds the maximum number of acknowl-
edges per message or if the tACK timeout arrives, an
acknowledge message is sent to A containing all received
hash values. If A receives such an acknowledgment, it re-
moves all included hash values from its database leaving
only unacknowledged values remaining. Additionally, it
maintains the tRET timeout which is used to inform the
application about lost messages, i.e. messages unacknowl-
edged for tRET, and to initiate retransmissions.

The operation modes of RAC are shown in Fig-
ure 4. It allows reliable and semi-reliable transmis-
sions (with/without retransmissions) as well as integrity
checked and authenticated messages (with/without
shared secrets). The complete algorithm as provided in
Figures 5 and 6 allows a direct implementation in a lab
environment or in a simulation. Figure 5 depicts the
behavior of the sender. For each message, it calculates
the hash value h,,, collects the current timestamp t,,,
and stores a tuple containing both values in the local
database. Finally, the message can be sent. Periodically,
the database is checked whether there are any messages
that have not been acknowledged in the time interval
tRET (i.e. tm + tRET > t.). Such messages are re-
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transmitted. Accordingly, Figure 6 depicts the receiver
behavior. After receiving a message, first, the hash value
is verified. If the message was not altered during the
transmission, the current time tm and the hash value are
stored in the local database of the receiver. Periodically
(tACK), an acknowledge message is sent that contains all
hash values received so far.

Authentication
(with key)

PN

Semi-reliable transmission
(without retransmissions)
PN
Reliable transmission
(with retransmissions)

Data Integrity
(without key)

Figure 4: Two dimensional usage options of the hash-
based mechanism

Some issues need to be discussed at this place: storage
requirements, performance estimation, and communica-
tion overhead - a more detailed impression of the protocol
behavior is provided in the following section.

Storage requirements: for each message that was trans-
mitted, at least a tuple must be stored in a local database.
In a typical implementation, this will require about 20
byte per packet. Assuming to have several KByte avail-
able, this seems to be feasible. In contrast, in reliable
mode, the messages themselves need to be stored as well.
Nevertheless, this cannot be prevented and this is also the
case for any other reliable transport protocol.

Performance estimation: in addition to other reliable
communication protocols, two hash operations need to be
performed for each transmitted packet (and again for each
retransmission). As shown in [15], such operations are
not negligible. Thus, an additional end-to-end delay will
be induced of two times a MDb5 operation. Message au-
thentication codes can be computed using the same hash
functions (like MD5) but require typically three separate
runs. Thus in authenticated mode, the additional end-to-
end delay will be six times a MDb5 operation.

Communication overhead: a hash value is appended to
each message. Thus, about 16 byte (for MD5) per mes-
sage must be transmitted. This might be a non-negligible
overhead in particular scenarios where messages of only
a few bytes need to be transmitted. Considering longer
messages, the overhead obviously reduces. Compared to
other proposals which rely on a sequence number only, the
overhead is definitely higher. Nevertheless, the hash al-
ready contains an integrity check that is usually provided
by a CRC that again will consume several bytes. Thus,
the overhead of RAC compared to other protocols pro-
viding reliable communication is minimized - if not even
smaller. If used in authentication mode, the overhead
compared to other solutions that provide the mechanisms
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Message sending

for each message m toc be sent

do
calculate hy=h([K],m)
get current time t,
in databas

STOore

(tnr Dy, [m])

il

transmit (m,h,)

done

Periodicallv check for lost messages

get current time t.
for each (tp,h,, [m]) in database
do

if (tpttRET>t.)

Am
(L

retransmit m
notice lost message

done

Figure 5: RAC implementation for the sender

at different layers is dramatically reduced.

Finally, the mis-ordering issue needs to be discussed.
RAC is intended to be used as a transport layer solution.
Thus, we assume to have a network layer protocol re-
sponsible for message fragmentation. This network layer
functionality will also provide sufficient re-ordering capa-
bilities.

5 Simulative Analysis

For a detailed analysis of the parameters used in the RAC
algorithm as well as to provide an overview to the mes-
sage overhead caused by the mechanism, we implemented
the algorithm in a simulation. The individual results are
depicted in the following. All the results were created us-
ing a model implemented in AnyLogic, a simulation envi-
ronment for discrete simulations. The different measure-
ments were taken from multiple runs of the same simula-
tion with different parameters.
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Periodically send acknowledgments
get current time t.
for sach (tp,bz) in database
do
if (tx+TACK>L.)
acknowladge 2ll hy, in
database
finish
done
done
Message receiving
for sach received msssags (m, hy)
dao
verify hm
->» check data integrity /
message authentication
get current time t,
store (typ,hyl in database
done

Figure 6: RAC implementation for the receiver

First, the required size of the retransmission buffer was
analyzed. This buffer stores the hash values of each trans-
mitted message, the timestamp, and, probably, the mes-
sage itself. We analyzed the behavior of the global system
by modifying, first, the loss ratio p shown in Figure 7,
secondly, the tRET/tACK ratio shown in Figure 8, and
finally, the message rate A shown in Figure 9.

Discussion of the analysis of retransmission buffer size:
obviously, the size of the buffer for hash values, times-
tamps, and (possibly) the messages themselves depends
mainly on the retransmission timeout tRET and the mes-
sage rate ;. Essentially, the maximum can be specified
by the product of tRET and A; For the implementation
and deployment of the algorithm, the mean and deviation
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Figure 7: Analysis of the size of the retransmission buffer:
tRET/tACK=10s/5s, Ay = 1, variable p
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Figure 8: Analysis of the size of the retransmission buffer:
A1 =1, p=0.1, variable tRET /tACK
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Figure 9: Analysis of the size of the retransmission buffer:
tRET/tACK=10s/5s, p = 0.1, variable \;

depending on the parameters of the algorithm is of inter-
est. As show in Figure 8, it can be seen that the size can
be adapted based on the currently assumed loss ratio.

Secondly, the loss ratio as analyzed at the sender of the
message stream was analyzed. This overall loss ratio in-
cludes lost messages sent from A to B as well as messages
assumed as lost due to lost acknowledgments. Again, we
analyzed the behavior of the global system by modifying,
first, the loss ratio p shown in Figure 10, secondly, the
tRET/tACK ratio shown in Figure 11, and finally, the
message rate A shown in Figure 12.

Discussion of the ratio of successful transmissions be-
tween A and B: as shown in Figure 10, the loss ratio on
the link between A and B, (in the simulations we config-
ured p = p1 = p2) is the main factor for the amount of
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Figure 10: Analysis of the overall loss ratio as recognized
at the sender of the messages: RET/tACK=10s/5s, A\; =
1, variable p
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Figure 11: Analysis of the overall loss ratio as recognized
at the sender of the messages: \y = 1, p = 0.1, variable
tRET/tACK
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Figure 12: Analysis of the overall loss ratio as recognized
at the sender of the messages: tRET /tACK=10s/5s, p =
0.1, variable A\

messages from which the sender assumes that they have
been received successfully. The tRET/tACK pair does
not induce any deviation on the loss ratio. Interestingly,
the simulation shows that the message rate seems to be
an important factor as shown in Figure 12. This is the
result of the algorithm running on the receiver. It accu-
mulates as much has values as possible before sending an
acknowledgment. Thus, the number of acknowledge mes-
sages stays the same while changing the message rate but
the number of acknowledged messages per acknowledge
increases and, therefore, the number of lost acknowledged
hash values reduces.
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6 Conclusions

In conclusion it can be said that we were able to construct
a novel communication methodology for (semi-)reliable
and authenticated transmission of messages in wireless ad
hoc networks. Unreliable data paths and time variations
of the reliability affect the traditional network protocols
and lead to unnecessarily high transmission overhead or
impractical communication. Here, we presented an ac-
cording functionality to perform (semi-)reliable transmis-
sions. Additionally, the same mechanism is employed for
checking data integrity or even to allow message authen-
tication. Especially in low-resource sensor networks, this
allows a far more efficient utilization of available resources
and leads to an improved quality of the global system.

We see the primary application for partial reliability,
i.e. the application needs to be informed about loss ratio
or about specific lost messages. The simulation results
proved the applicability of the proposed algorithm and
allow a on-time adaptation of the individual parameters
depending on the current characteristics of the communi-
cation pathways.

Additionally, the security in ad hoc networks, espe-
cially in sensor networks and WPANS is a current research
issue. We provided an algorithm for providing message
authentication, a main security objective in typical appli-
cations of sensor networks. This security service is pro-
vided with low (or even zero) overhead because it is a
main functionality of the transmission methodology.
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