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Abstract— A major building block of Vehicular Ad Hoc
Networks (VANETs) is broadcasting: the use of wireless commu-
nication for sharing information among vehicles, or between the
vehicles and infrastructure. Dozens of broadcast protocols have
been developed in recent years, including protocols for 1-hop
broadcasting of vehicle status information (beaconing) and for
geocasting-based applications. However, most of these protocols
were designed for one application and cannot co-exist, nor can
one broadcast solution meet the demands of all applications.
These observations motivated our effort to develop a holistic
network layer for VANETs. We identify the need for making
VANET broadcast context-aware, and for supporting four differ-
ent classes of broadcast protocols, each with its own properties.
These classes are not only able to co-exist on the same network
layer, but also to complement one another’s functionality. Thus,
large applications as well as more holistic Transport protocols
can be designed by combining two or more broadcast classes.
We discuss the specific characteristics of these classes and design
candidate protocols for each class.

Index Terms— Vehicular networking, broadcasting, informa-
tion dissemination, protocol design.

I. INTRODUCTION

AFTER a decade of vehicular networking rese-
arch [1]–[3], and although many important problems

on the way towards a holistic Network layer for Inter-Vehicle
Communication (IVC) are still unsolved [4], we are close to
seeing the first real-world applications that are based on the
IEEE 802.11p/DSRC standard [5]. The U.S. Department of
Transportation (US DOT) works towards making Dedicated
Short Range Communication (DSRC) radios mandatory
in new cars. All major car makers in Europe joined a
self-commitment towards this objective. The basic day-one
application protocols are currently being field tested both in
the US and in Europe.

Broadcasting1 is the main communication primitive in
vehicular networking for two main reasons. First, almost
all VANET applications need to share the same piece of
information with many vehicles in some area. Secondly, also
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1We use the term broadcast also for multicast or geocast protocols as their

main principle is to broadcast on the wireless medium and the receiving nodes
decide about further processing in a fully decentralized manner.

for multihop dissemination most approaches rely on multiple
forwarders [6], making broadcast the natural form of commu-
nication. IP and IPv6 based solutions are currently investigated
by the IETF [7] but mainly for unicast applications in the
non-safety domain. Unicast has been shown to cause even
more problems in VANETs due to the head-of-line blocking
problem of IEEE 802.11 in very dynamic environments [8].
Current approaches to broadcast protocols follow the “one-
fits-all” approach: they employ a single, often beaconing-
based, broadcast protocol to support all envisioned VANET
applications. However, when we study the properties of such
applications, we soon see that they can be optimally supported
only using a specialized Network layer that employs several
different broadcast protocols. Indeed, in recent years we have
witnessed many proposals for VANET broadcast protocols,
each designed with a specific application in mind: platooning,
intersection safety, cooperative awareness, traffic information,
etc [9]–[13]. But all these protocols were proposed by different
research groups, and were not intended to cooperate or even
to co-exist on the same Network layer.

We carefully investigate the differences and commonalities
of VANET broadcast protocols and identify that not all VANET
broadcasts are the same. Moreover, we distinguish a set of
four classes of broadcast protocols that we believe would
suit all VANET applications, ranging from ultra-low latency
safety to generic range-oriented geocasting solutions. The
protocols in each class must be context-aware, namely, their
basic properties depend on the application requirements. Thus,
these protocols differ greatly in the number of nodes (vehicles)
that are likely to invoke each broadcast protocol, in the cover-
age and reliability (retransmission strategy) of each protocol,
in the priority of the messages created by each protocol,
and so on.

In this paper, we propose a novel, integrated, context-
aware, broadcast-based Network layer for supporting past
and future VANET applications. We further propose four
broadcast classes (called A to D in this paper) that match
the requirements of all known applications. These classes
co-exist on the same Network layer, and also make use of
cross-protocol functionality. For example, a protocol from one
class relies on the information provided by the protocol from
another class, or an event is first broadcast by a (real-time)
protocol from one class and then by a (non-real-time) protocol
from another. Our findings clearly show a strong dependency
between the various broadcast classes. The proposed broadcast
classes represent the underlying basis for designing new appli-
cations and more holistic Transport protocols by combining
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two or more classes. We believe that our key findings for each
class of protocols build the basis for future protocol design.

Our key contributions can be summarized as follows:
• We develop a novel context-aware class-based broadcast-

ing framework for the Network layer of VANETs, which
consists of four different classes of broadcast protocols
(Section III).

• We design candidate protocols for all classes, or select
suitable protocols from the relevant literature
(Section IV).

• We provide a detailed analysis of the performance of
the various proposed protocols (Section V) as well as
how they influence each other when being executed
concurrently.

II. FUNDAMENTALS AND RELATED WORK

Recently, a variety of generalized protocol stacks have
been proposed, supporting a full protocol stack for different
vehicular networking applications [1]. As application require-
ments are not always the same, dedicated broadcast protocols
have been investigated for use with a single, very specific
application. These protocols almost always require a dedicated
radio channel for operation, i.e., one that supports only one
application.

A. Generalized Protocols

Many generalized protocol stacks focus on a single applica-
tion domain, cooperative awareness, but make the underlying
broadcast protocol also available for other applications [14].
For this, Cooperative Awareness Messages (CAMs), also
known as Basic Safety Messages (BSMs), are broadcast at
fixed intervals, usually in the range of 0.1-1 s, a procedure also
known as beaconing [12], [15]. Since the communication in
VANETs is not sufficiently reliable, approaches that increase
reliability while minimizing the number of beacon retrans-
missions have been investigated [16]. The main challenge,
which holds for all classes of broadcast based protocols, is that
the frequency of possible broadcasts strongly depends on the
available capacity of the wireless channel. Thus, the protocol
must be able to prevent broadcast storms [17]. To this end,
adaptive beaconing solutions that focus on congestion control
have been developed [18], [19]. Later on, fairness as a primary
objective was integrated with these adaptive solutions [20].

One of the first approaches, Adaptive Traffic Beacon
(ATB) [19], addresses exactly these problems by focusing
on two main questions: How frequently can the protocol
send beacons; and how frequently should the protocol send
beacons? For this, two different metrics have been introduced:
the channel quality C and the message utility P , to calculate
the beacon interval I with which to disseminate messages.
ATB adjusts I such that it becomes minimal only for the
highest message utility and the best channel quality; in all
other cases, channel use is reduced drastically, allowing unin-
terrupted use of the channel by other applications.

Furthermore, transmit power control can be employed to
increase spatial reuse [21]. It has been shown, however, that
transmit power control might be counterproductive for safety-
critical applications [22].

These ideas have been picked also by standardiza-
tion bodies. ETSI ITS-G5 now defines a standardized
beaconing protocol, which adapts – via Decentralized Conges-
tion Control (DCC) Transmit Rate Control (TRC) [23] – the
inter-beacon interval according to a state machine consisting
of independent meta states referring to different beaconing
intervals Imin, Idef, and Imax. TRC periodically measures the
channel busy ratio bt by using a complex sampling process and
thus performs the necessary transitions in the state machine.
Two parameters bup and bdown are used to decide whether
to increase or decrease the inter beacon interval. This leads
the protocol to react to overloaded channels, but at the same
time to use the lowest available beaconing interval whenever
possible.

Pulsar [24] as an alternative uses 2-hop piggybacking of
congestion control information in order to maximize the
overall beacon rate of nodes – specifically used for vehicular
safety applications. LIMERIC [25] represents a novel adaptive
congestion control algorithm to adapt the beacon rate in order
to provide fairness to all nodes. A further study [26] shows
that a more aggressive approach is especially beneficial for
abrupt topology changes as well as low latency applications.

Bloom filters [27] have been investigated for network
applications [28]–[31] to address congestion on the wireless
channel besides the already mentioned adaptive beaconing
solutions. However, these approaches target very specific
application scenarios and did not focus on generic neighbor-
ship management, which is very important for VANETs.

A first approach towards 2-hop neighbor information dis-
semination using Bloom filters has been presented very
recently [32]. However, this approach uses the intersection of
several Bloom filters, which increases the false positive error
probability, thus causing loss of information. In comparison to
traditional approaches not using Bloom filters, the presented
work reveals that the beacon overhead could be decreased
but no substantial Application layer performance gain can be
achieved.

Geocasting goes one step beyond simple 1-hop broad-
casting [33]. It combines broadcast with geographical
knowledge, and fulfills many additional application require-
ments [34], [35]. More recent protocol designs combine
geocasting with Delay Tolerant Networking (DTN) capabil-
ities [36] and exploit estimated vehicle trajectories [37].

All of these approaches follow a one-fits-all concept, which
is very limited in its suitability for all possible IVC appli-
cations. Therefore, substantial research towards application-
specific broadcast protocols has been conducted.

B. Application-Specific Protocols

Application-specific protocols have been investigated in a
whole spectrum of potential applications, of which we choose
several examples to illustrate the requirements of the selected
approaches. We start again with cooperative awareness. This
application also relies on multi-hop broadcasting in order to
counter the substantial radio signal shadowing that occurs
in urban environments. A reliable broadcast protocol that
touches on this problem is published in [38], and the use
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TABLE I

THE PROPOSED BROADCAST CLASSES

of parked vehicles to increase reliability has been proposed
in [39] and [40].

Another application is Cooperative Adaptive Cruise Control
(CACC), or platooning. This application has possibly the
tightest real-time requirements for maintaining cruise control.
Broadcast based communication protocols have been designed
for this application. These protocols require a dedicated radio
channel for operation [9]–[11], [41].

Information of a less time-critical nature is exchanged in
road traffic information systems, information downloading,
and vehicular cloud applications. Broadcast protocols have
been defined for all these application classes, with a primary
focus on providing a certain degree of reliability [12], [13].

All the mentioned solutions cannot easily be combined with
other protocols – there is a strong need for dedicated chan-
nels. This obviously limits the applicability of the developed
protocols depending on the geographic region, as at most five
available service channels have been dedicated for use in the
vehicular networking context [42].

In this paper, we aim at combining both approaches, the gen-
eralized and the application-specific protocol design approach,
by identifying the need for different classes of broadcast
protocols. We developed an integrated Network layer based
on four broadcast classes in a context-aware approach.

III. CLASS BASED BROADCASTS

We start our discussion of the Class Based Broadcast con-
cept with a list of classification criteria for VANET broadcast
protocols. This list will serve as the basis for our proposed
broadcast classes. Next we present details about the four
broadcast classes, and finally show the system design of our
holistic Network layer.

A. Classification Criteria

We identified the following three main classification criteria
and other, less important, criteria as indicated in Table I.

The first classification criterion is the priority of the event
that triggers the broadcast. We distinguish between routine
events, such as broadcasting a beacon message periodically in
order to detect all 1-hop neighbors, and extraordinary events,
such as announcing the detection of an object or an animal on
the road. In addition, there are events that are not periodic, but
also not very extraordinary, such as detecting a free parking
lot. This criterion is important because it affects the priority
of the broadcast messages.

The second classification criterion is the expected number of
vehicles (nodes) that are likely to detect an event. For example,
if a vehicle experiences a mechanical problem, it is the only

Fig. 1. Our vision of VANET broadcast classes: Class A for medium priority
CAMs; Class B to forward highest priority events within N hops; Class C for
high priority reliable broadcasting with geographical constraints; and Class D
for low priority geocasting.

node to be aware of this event. Congestion on the highway,
however, is likely to be detected by all the vehicles driving
in the reverse direction. When many nodes detect and report
the same event, the channel might become heavily loaded, and
many wireless collisions are likely to take place. This must be
handled by the broadcast protocol.

The third classification criterion is the scope or target of the
broadcast message. The scope of the broadcast is crucial for
deciding how messages will be propagated from one vehicle to
another and how this propagation will be stopped. One option
is for the broadcast to target all the nodes within a given
geographic radius (e.g., 1 km) from the broadcast originator.
This is likely to be the case when a vehicle invokes the
broadcast to report the detection of a free parking lot in the
center of town, or to report a traffic jam in a relatively distant
area (e.g., 5 km from the location of the reporting vehicle).

B. Broadcast Classes
We use the above criteria to define four VANET broadcast

classes as depicted in Figure 1. The main distinctions between
these classes are outlined in Table I. In Section IV we will
define specific protocols for the classes we propose.

1) Class A: This class consists of beaconing protocols,
which broadcast periodic CAM or HELLO messages to
1-hop neighbors. In this class there is only one initiator for
each broadcast. Current standardization efforts in the scope of
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IEEE 1609 as well as ETSI ITS-G5 focus on this class of
protocols. The periodic nature of this class allows each node
to maintain an up-to-date list of its neighbors. Initially, this
type of protocol has been considered for cooperative awareness
applications only. We show in this paper that, in fact, it also
allows maintaining information about 2-hop neighbors, which
can be useful for the operation of the other broadcast classes.
Class A protocols serve as basis for all other classes of
protocols by providing this 2-hop neighbor information.

2) Class B: This class consists of protocols that broadcast
information about an emergency event that is likely to be
detected only by a few vehicles. Examples include information
about an animal on the road, a broken-down vehicle, or a
sudden stop. Broadcast protocols in this class should cover all
the vehicles that surround the detecting vehicle and are not
too far from it, i.e., following vehicles on a freeway or vehi-
cles approaching the same intersection. The Decentralized
Environmental Notification Message (DENM) concept is very
close to this class [35], but there is one important difference
as follows. DENM provides geocasting capabilities, which
delay the propagation of the messages due to the need to
perform time-consuming computations at the Application layer
forwarding nodes. Since Class B messages are of high priority,
we believe that it would be better not to identify the covered
area using GPS coordinates.

Our alternative approach is that the covered vehicles be
within N -hop radio transmission distance from the originator.
The value of N is typically 1 or 2, depending on the event, and
is determined by the application that detects and announces
the event. Protocols in this class should not try to merge
reports that are originated by different nodes for the same
event, first because the number of nodes that detect a Class B
event is small, and second because merging different reports
requires that the content of different messages be queued and
compared in the Application layer. This content comparison
substantially delays the speed of broadcast. Different messages
about the same event that are originated by the same source
are identified by their Network layer headers and are pruned
from the network in order to reduce the communication cost.
The unique feature of Class B protocols is that they do not
require geographical positions; the dissemination range is N
hops.

3) Class C: This class consists of protocols that broad-
cast information about ongoing important-but-not-very-urgent
events that are likely to be detected by many nodes. The
reported event in Class C is also relevant to nodes that are
much farther away from the detecting node, which is usually
not the case for an event reported by Class B. Moreover,
the exact geographic area depends on the type of the event.
Thus, the reporting node needs to determine the geographic
coordinates of the area to which the reported event is relevant.

Protocols in this class must prevent a broadcast storm [17].
This is typically done in two ways: First, a node that identifies
an event initiates a new broadcast process with probability
p ≤ 1. Second, different instances of the messages, which are
initiated by different nodes, could be merged (or even fused
with additional information) if they report the same event.
This requires the nodes to process Class C messages in

the Application layer, and to be able to determine that two
events announced by different nodes are actually the same.
Geocasting is a typical approach to Class C protocols as the
information to be disseminated will likely be of interest in a
certain geographical area only. In comparison to Class B pro-
tocols we use geographical positions for forwarding decisions.

4) Class D: This class consists of protocols that broadcast
information about non-urgent events whose expiration time
is much longer than those of Class C events. The detection
rate of a Class D event, i.e., the number of detecting nodes
per second, is typically smaller than in Class C. However,
because of the much longer expiration time of a Class D event,
such an event can still be detected by a large number of nodes.
Thus, it is important to identify and merge announcements by
different nodes for the same event. Because Class D events
are of lower priority than events in the other classes, our
proposed Class D protocols are based on distributed caching
and their bandwidth consumption is adapted to the available
bandwidth. The dissemination scope is similar to Class C
protocols, i.e., the target will be a geographical area. The
unique feature of Class D protocols is the ability to merge
different reports according to their content and relevance.

C. Mapping Broadcast Classes for Building Applications

In Table II, we list possible VANET applications for Safety,
Traffic Efficiency, and Infotainment Applications as well as
Network Coordination [1], [3] and outline how they can be
mapped to our class-based forwarding model. The proposed
assignment of classes is not engraved in stone; we choose
it to demonstrate the classification idea. The general idea
is that one or multiple broadcast classes together build the
basis for the application needs. Certainly, this can be further
extended assuming a multi-technology approach by integrating
for example LTE, Wi-Fi, Bluetooth, and others. This is known
as heterogeneous vehicular networking [4].

Besides the mapping of applications to broadcast classes,
it is important to highlight the dependencies between the
classes. The dependency between the various protocols can be
demonstrated by the following example: Suppose that a vehicle
makes an emergency stop due to some road hazard. It informs
its 1-hop and 2-hop wireless neighbors of this stop using a
Class B protocol. As shown later, the information about these
neighbors is available from the routine execution of a Class A
protocol. All the nodes that are informed of the emergency
stop invoke a Class C protocol and inform further nodes, in a
radius of 1 km say, about a traffic jam. The nodes that become
aware of the traffic jam create a Class D event, and disseminate
this event to distant nodes.

Figure 2 shows a simplified design overview of our class-
based broadcasting approach. Four distinct protocols are
exchanging information over the wireless channel, each using
a different priority. The priorities defined for each class
(see Table I) are mapped to MAC layer Access Categoriess
(ACs), as defined in the IEEE 802.11p protocol. This map-
ping helps to enable a completely self-organizing interaction
between all protocol classes, thus prioritizing Class B over
Class C and Class D, as well as prioritizing Class C over
Class D.
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TABLE II

FITTING OF VANET APPLICATIONS WITH CLASS-BASED BROADCAST

Fig. 2. System design overview. A context-aware class mapper coordinates
data exchange of applications with four distinct protocols, each connected to
the MAC layer using different priorities and each fulfilling a specific role.

New data is generated locally (for Class A) or received from
the Application layer (Class B, Class C, and Class D). Passing
the right information to the right protocol is handled by a
context-aware class mapper. The Class A protocol maintains a
neighbor table and provides access to its contents to other
protocols, e.g., for forwarding decisions. This allows each
individual protocol to operate autonomously from the Appli-
cation layer, e.g., for relaying messages. The context manager

is responsible to classify data received by the Application
layer and can convert messages between classes depending
on metrics outlined in Section III-A, e.g, Class B to Class C.

The interaction between the classes is not limited to the
information management by the class mapper and the neigh-
bor data collected by Class A protocols. Competition of
each class for channel access is handled by the Enhanced
Distributed Channel Access (EDCA) mechanism defined in
the IEEE 802.11 protocol suite. We prioritize messages
(cf. Table I) by assigning them to the corresponding EDCA
access categories. This guarantees prioritization and provides
a sufficient level of fairness to prevent starvation of flows.

The key selling point of this protocol architecture is that
we separate Network layer functionality and application logic.
The advantage is that (a) the message forwarding is trans-
parent to the applications and (b) redundant information by
applications concurrently accessing the wireless channel can
be avoided.

IV. DETAILED DESIGN OF THE VARIOUS PROTOCOLS

In this section, we propose a detailed design of specific
protocols for the various classes, based on the principles
introduced in Section III. Our purpose is to demonstrate how
the various requirements of each class can be addressed by
specific protocols, and how these protocols differ, although all
are considered “broadcast protocols.” We build upon existing
proposals in standardization and in the scientific literature, but
also introduce completely new protocols or substantial changes
for our integrated class-based broadcasting architecture.

A. Class A Protocols

This class consists of protocols that broadcast routine
periodic (beacon) messages to nearby vehicles; primarily
to inform every node about the presence of a car. While
existing protocols have been designed to allow each node to
inform its 1-hop neighbors of its existence, we believe that a
more sophisticated protocol is necessary, mainly because the
information disseminated by this protocol is needed for the
other classes. Specifically, the Class B, Class C, and Class D
protocols we propose later on need to know the identities of
the 2-hop neighbors of each node. A naïve implementation is
that each node v includes the identities of its 1-hop neighbors
in its beacons. This will greatly increase the length of these
messages in urban environments, and increase their MAC
collision probability.

To avoid this problem, we use a Bloom filter [27]
(see Appendix VI for more details) in the following way:
For each neighbor w of node v, node v adds the node ID
of w (e.g., its MAC address) to a local array. This neighbor
information is stored in a set Tv , which thus represents all
1-hop neighbors of node v. Moreover, each node v maintains
a Bloom filter Tv storing all entries of Tv , i.e., Tv ← Tv .
This Bloom filter is added to the beacon messages of node v.
Conversely, on receiving a Bloom filter Tv , any node can
check with high probability whether a local neighbor is also a
neighbor of v. Class A maintains a neighbor table where the
information of all the 1-hop neighbors is stored, including their
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position, and their Bloom filter. A timer expires old entries in
the neighbor table, whenever two consecutive beacons have
not been received. When node u receives the beacon from v,
it also updates its information about its 2-hop neighbors that
can be accessed via v. All 2-hop neighbors are then collected
in form of a Bloom filter as T ′′ =

⋃
v∈T
Tv . For this, the union

of two Bloom filters can easily be calculated by performing
a logical OR operation on each bit field of the two Bloom
filters [43].

In summary, our Class A protocol maintains an exact list
of 1-hop neighbors with their respective geographical position
as well as a probabilistic list of 2-hop neighbors in form of
a Bloom filter. We will discuss the use of this information
within the Class B, Class C, and Class D protocols.

B. Class B Protocols
Recall that this class consists of protocols that broadcast

information about an emergency event that is likely to be
detected only by a few vehicles. The information needs to
be broadcast to all N -hop neighbors of the originating node,
where N is determined by the application and is typically
1 or 2. The value of N is added to a TTL-like field in the
Network layer header of the protocol. It allows every receiving
node to make a fast decision, in the Network layer, whether
to forward the message or (if the value of this field is 0) to
drop it.

In order to mitigate the broadcast storm problem [17],
we follow a sender-based rebroadcast decision, where the
origin of the broadcast selects the rebroadcast nodes according
to the information provided by Class A. The origin node
annotates the IDs of the selected rebroadcast nodes to the
message together with an individual offset to avoid collisions
due to simultaneous rebroadcasts. For N = 1, the protocol is
very similar to the Class A protocol because relay nodes are
not used. We now address the case where N = 2, and note that
the proposed protocol can be extended for any N > 2. Going
beyond N = 2 requires a change of the protocol behavior
not only to add additional nodes in the Bloom filter, which
is trivial, but particularly a mechanism to de-synchronize the
beacon messages of nodes in a multi-hop vicinity to avoid
synchronized collisions. In essence, this leads to a new beacon
protocol (Class A), which is beyond the scope of this paper.

In order to reduce the load on the wireless channel,
often a greedy approach is used to gain most progress in
distance. Particularly to cover non-regular 2D environments
(e.g., urban or inner cities), we follow a new approach by
choosing as many nodes as needed to cover all our 2-hop
neighbors. We take advantage of the idea proposed in [44],
where every node v that receives or generates a packet to be
broadcast nominates one or multiple of its 1-hop neighbors
to rebroadcast the packet. To achieve this goal, node v uses
the neighbor information and the Bloom filter sets maintained
by the Class A beacon protocol. In detail, node v desires
to choose a set of re-broadcasters R as the minimum subset
of 1-hop neighbors in Tv to cover all of its 2-hop neighbors.

This combinatorial optimization is called minimum set
cover problem, which is known to be NP-hard [45]. Therefore,
we use a greedy iterative process where node v chooses the set

R by selecting a node u that has most new (still uncovered)
neighbors and has not yet been selected as a rebroadcast node.
Formally, node v starts with an empty set of re-broadcasters
R and a Bloom filter of already-covered 2-hop neighbors T̂ ′′,
which is initialized to the 1-hop neighbors, i.e., T̂ ′′ ← T.
It repeatedly chooses the best 1-hop neighbor u as

u = argmax
u∈T

(
diff(T̂ ′′, Tu)

)

and adds this node u to R and its Bloom filter Tu to T̂ ′′.
The quality of a specific Bloom filter to estimate diff(A,B),

the number of entries in a Bloom filter B ← B that are not part
of a local filter A, can formally be expressed as diff(A,B) =
|A ∪ B| − |A|. Here, the estimation of the cardinality [46] of
the two Bloom filters can be approximated as

|B| ≈ |B| = −
m ln(1− c(B)

m )
k

.

The function c(·) counts the number of bits set to 1 within the
Bloom filter. In the special case of (almost) all bits set to 1 in
a Bloom filter, the cardinality is not defined.

The process ends when all 2-hop neighbors are covered,
as can be derived by comparing T̂ ′′ and T ′′. The set R

now contains all 1-hop neighbors selected to rebroadcast the
message. Since R is usually small (e.g., it is close to 2 in
freeway scenarios), it is added to the broadcast message.
To avoid a broadcast storm [17], a node receiving this message
chooses its rebroadcast delay based on its index i in R as
i× trebroadcast. If the cardinality of R is too large to include all
chosen 1-hop neighbors, the addresses of these nodes could
also be replaced by a Bloom filter R ← R. To increase
reception reliability duplicates of each Class B message could
be sent.

C. Class C Protocols

Our Class C protocol uses geo-routing and reliable broad-
casts to disseminate information about a certain, detected event
within a specific geographic region. A message of this type
consists of a destination (currently a simple geo-position)
where the information should be propagated to, and a lifetime.
While in our Class B protocol a decision whether to forward a
message is made in the Network layer, using information that
appears in the Network layer header, in our Class C protocol
the decision is made in the Application layer. This layer
reads the information about the event and makes a forwarding
decision based on the location of the detecting node, the event
time, and whether a report about a similar event has already
been received. Our proposed framework for Class C protocols
works as follows.

1) First, the node decides whether to report the detected
event. This is done in a probabilistic manner, based on
the number of detecting nodes, the event type, and the
number of 1-hop or 2-hop neighbors of v.

2) Second, the node determines the destination of the event.
This could be a geo-position or even a geographical area.

3) Third, the node forwards the event towards its desti-
nation. In general, every node that receives an event
determines whether it is already acknowledged (that is,
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a duplicate to be dropped) and whether to forward
the event based on its 1-hop neighbors as provided by
Class A. We decided to piggyback the ACK to the
rebroadcast to reduce congestion.

In the following, we outline an example algorithm for
selecting an appropriate set of forwarders. It fits the case
where the originator v needs to broadcast the information
to all the nodes between v and the destination geo-position
on a one dimensional highway. In this case, v nominates
another node u that will nominate another node w and so on.
In general, we prefer to nominate a node in the direction of the
broadcast, but if this is not possible, we perform store-carry-
forward until the Class A protocol provides a fitting neighbor.
The algorithm can be extended to 2D setups by invoking a
separate instance of the protocol for each direction of the
broadcast. The operation of our event forwarding is outlined
in Algorithm 1.

Algorithm 1 Class C Event Forwarding for Node v

Input: e, the event to be forwarded
1: B← ∅

2: while no Application-layer ACK received ∧
retransmit limit not reached do

3: F← {n ∈ T : n is towards the destination of e} \ B

4: if F �= ∅ then
5: u← argmaxn∈F

(distance (n, v))
6: m← createMessage(e, u)
7: broadcast(m) with delay U(0, trebroadcast)
8: B← B ∪ {u}
9: else

10: store-carry-forward
11: end if
12: end while

D. Class D Protocols

The Class D protocols disseminate information about non-
urgent events, such as reporting an available parking lot or a
traffic jam in a distant area (recall that a traffic jam in a nearby
area, which is a much more time-sensitive event, is reported
by a Class C protocol). The lifetime of a Class D event is
up to a few minutes, much longer than that of Class B and
Class C events. During this time period, the event is likely to
be detected by many vehicles.

The approach we propose for Class D is based on the
following concepts. Information-centric forwarding: informa-
tion is processed in the Application layer, and it can be
aggregated, modified, or invalidated before being forwarded to
other vehicles. Store-carry-forward: a moving vehicle carries
the information until it meets a new vehicle with which
it shares this information. Spatio-temporal forwarding: the
decision whether to forward a piece of information on a
particular event depends on the time and place it was triggered.

Class D protocols maintain a knowledge base consisting
of entries with geographic constraints and their expiration
time. Based on these parameters, a broadcast decision can
be taken. We decided to build this protocol upon ATB [19],
which already supports the management of knowledge bases,

message prioritization, and channel quality estimation for
congestion aware channel access:

1) A node u that detects a Class D event, or receives a
message about such an event, adds or merges it into its
database (cache) of active events.

2) Every node u determines the rate of new neighbors ρ
detected by its Class A protocol. Whenever u detects a
new neighbor v, it makes a probabilistic decision with
p = 1

ρ whether to inform v about events in its cache.
3) If u decided to inform v about its relevant stored events,

u transmits a digest including fingerprints of all available
events in the knowledge base. Node v responds with an
event request according to Algorithm 2.

Algorithm 2 Class D Event Request for Node v

Input: D, the received digest from node u
1: E← ∅

2: for d ∈ D do
3: if distance(v, ddst) < distance(u, ddst) ∨

v is driving towards ddst then
4: E← E ∪

{
d
}

5: end if
6: end for
7: m← createMessage(E, u)
8: broadcast(m)

4) After node u receives the event request from v, it con-
structs and broadcast a message containing all missed
information – limited by the maximum packet size.

5) Let φ be the actual size of 1-hop neighbors reported
by Class A. When node y receives new information,
it informs every node from its 1-hop neighbors with
probability p = 1

φ about any relevant Class D events
it has in its knowledge base.

6) Every node z periodically checks its cache and prunes
obsolete events: any event whose expiration time has
arrived or any event that is not relevant to the current
location of the node.

Moreover the overall concept can easily be extended to
include additional metrics for p: the due date of the event
(when the due date is closer, the probability is smaller); the
area to which this event is relevant (when the node moves
closer to the border of this area, the probability decreases);
how busy the wireless channel is (when the channel is busier,
the probability is smaller).

Note that typical protocols described in the literature fulfill-
ing similar tasks are based on unicast [35], [47]. We, however,
determined that unicast may lead to substantial performance
issues in this application domain [8].

V. PERFORMANCE EVALUATION

We evaluated our class-based broadcasting approach to
demonstrate its feasibility as well as to gain more insights
into the resulting performance gains. Our main focus is to
underline the need for different broadcast protocols in accor-
dance with the selected application requirements. Due to space
restrictions, we only report on results for selected protocol
configurations.
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Fig. 3. False positive rate p of a Bloom filter as a function of its length m
and the inserted element count n.

A. Optimal Bloom Filter Size
The optimal number of hash functions k to minimize the

false positive error rate for a given Bloom filter of size m and
inserted element count n can be derived [43] as

k ≈ m

n
ln 2 . (1)

Similarly, for a Bloom filter of length m bits and n inserted
elements, the false positive error rate [28] for testing whether
an element is member of this Bloom filter can be obtained as

p(m, n) =
[
1−

(
1− 1

m

)kn]k

, (2)

where k is calculated by Equation (1).
To estimate the best Bloom filter size for our application

scenario, we consider an element count derived from empirical
evaluations as follows. In Figure 3, we plot the false positive
rate as a function of the Bloom filter size m and inserted
element count n. Our simulation results for the neighbor table
experiments show a maximum number of 500 1-hop neighbors
for each vehicle in the high density scenario. Thus, assuming a
maximum false positive rate of 1%, a Bloom filter of 600Byte
perfectly matches. It also nicely fits into a CAM message of up
to 800Byte, as used by the Class A protocols. We explicitly
note that the Bloom filter size can be chosen according to the
needed application demands and does not limit the amount of
neighbors that can be inserted to it.

The evaluation so far concerned the storage of IDs of cars
in a Bloom filter structure assuming that this ID is fixed and
not changed over time. Privacy preserving schemes, however,
suggest the use of so-called temporary pseudonyms for use in
VANETs. The general idea is to continuously change the ID
of the car to a new pseudonym (or even swap it with another
nearby car) in order to introduce entropy and to disallow
tracking of the car’s routes. A wide range of pseudonym
handling schemes has been proposed since [48]. These ideas
have also been adopted by the standardization bodies and the
current ETSI ITS-G5 standard recommends to change IDs
frequently [49].

In the following, we investigate the impact of such ID
changes on the Bloom filter size and compare it to the naïve
approach using complete IDs for the exchanged neighbor
tables. In particular, we investigate the size of neighbor
information when using a Bloom filter with a false positive
rate of p = 0.01, and a naïve approach (neighbor entries sent
as a plain list) where each neighbor entry takes 6 Byte of
payload. Further, we assume that in the worst case each vehicle
changes its identifier (or pseudonym) for each sent beacon,
which leads to an increase of the number of elements in the

Fig. 4. Packet size for neighbor information as a function of the number of
neighbors; for the Bloom filter (BF) approach we assume p = 0.01, and for
the naïve approach we use 6Byte per neighbor entry.

neighbor table by the factor of two if entries are outdated
after missing two consecutive beacons. For this, we repeated
the simulations on the Bloom filter size. As shown in Figure 4,
the increase of the packet length using the naïve approach is
1200Byte for a neighbor count of 200. However, our Bloom
filter approach takes only 240Byte of additional payload for
the same scenario. We conclude that the Bloom filter is a very
appropriate data structure even in case of implemented privacy
preserving techniques.

B. Simulation Setup and Metrics

For all simulations, we used the de facto standard for
vehicular networking simulation, Veins [50], which couples
the SUMO road traffic mobility simulator with the network
simulator OMNeT++.

Veins is well established and widely used in the vehicu-
lar networking community and provides an extensive suite
of models for vehicular communication, each having been
closely validated against measurements done in extensive Field
Operational Tests (FOTs). Among these validated models are
channel models that can capture obstacle shadowing [51], two
ray fading [52], [53], antenna radiation characteristics [54],
and adjacent channel interference [55] as well as Physical
layer and MAC layer models of ARIB T109 [56] and IEEE
802.11p [8]. The packet error rate model in our simulation is
based on the NIST error rate model of ns-3 [57], [58].

For our simulation setup we configured (a) a 7 km free-
way scenario and (b) a 9 km road segment of a Manhattan
scenario, respectively. For the latter, we looked at one of the
major avenues (such as 5th Avenue in Manhattan downtown)
including the simulation of all cross traffic. In order to mitigate
potential border effects, we configured Veins to perform the
network simulation only within a region centered at the middle
of the respective scenario. We further configured a Region
of Interest (ROI) in which we collect protocol performance
metrics, cf. Table III.

Road traffic for the freeway scenario was modeled in SUMO
by sampling from a distribution of five different vehicle types
(two types of trucks and three types of cars modeling a variety
of driving styles). For the Manhattan scenario no trucks were
used and four types of vehicles modeling a variety of driving
styles were used. We chose SUMO in favor to vehicular traces
as it gives us the ability to better evaluate protocol behavior
by using different vehicle densities and mobility patterns.

We use a warm-up period of 289 s (freeway) and 59 s
(Manhattan) for SUMO to fill the scenario with vehicles and



DRESSLER et al.: NOT ALL VANET BROADCASTS ARE THE SAME: CONTEXT-AWARE CLASS BASED BROADCAST 25

TABLE III

SIMULATION PARAMETERS

TABLE IV

PROTOCOL PARAMETERS

an additional warm-up period of 11 s for OMNeT++ to reach
a steady state of Class A protocol operations and to populate
1-hop and 2-hop neighbor tables. Moreover, in this 11 s warm-
up period we pre-populate the knowledge base of vehicles with
information items. Only after this time we invoke Class B,
C, and D protocols and the recording of results. All relevant
simulation parameters are summarized in Tables III and IV.

In order to investigate our class-based broadcasting archi-
tecture, we study the performance in multiple dimensions.
Classical metrics for wireless networking in the vehicular
context, such as the packet success rate and the channel
utilization, provide little insight into the behavior of the
respective vehicular networking applications [1]. Therefore,
we primarily looked at Application layer class-based metrics.

We further want to comment on explicit comparison to the
state of the art. For Class A, we use protocols as presented
in the literature and extend these for our Bloom filter based
approach. Similarly, we use existing concepts for the Geonet-
working solutions. The main emphasis of our paper is to make

all these protocols being able to co-exist. In the experiments,
we therefore concentrate on this part following a stepwise
approach starting with Class A, then integrate Class B, and
so on.

For Class A, we first investigated the beacon interval
to gather insights on the latency of new status messages.
Besides providing vehicle status updates via CAM messages,
our Class A protocols also maintain the 1-hop and 2-hop
neighbor tables. To assess the quality of the neighbor tables,
i.e., the up-to-dateness of 1-hop and 2-hop entries, we compare
each Class A beacon protocol against an oracle. The oracle
calculates the neighbor set according to a unit-disk model. For
the distance of nodes to be treated as 1-hop neighbors we use
the 99% quantile of 1-hop distances of our Class A sample
experiments for the communication range. This allows us to
derive two sets of neighbors as Bloom filters: that estimated
by the Class A protocol T and that calculated by the oracle O.
Based on T and O, we use the following two metrics to
evaluate the quality of neighbor tables: The fraction of missing
neighbors of a node compared to the oracle is calculated

as |O\T|
|O| . The fraction of outdated neighbors describes the

relative amount of superfluous neighbors compared to the
oracle as |T\O|

|T| . These metrics are observed every 100ms
after the warm-up period; for the 2-hop neighbors similar
metrics are measured taking advantage of the Bloom filters.
For Class B, C, and D protocols, we study two metrics: (a) the
delay between the observation of an event or the creation
of a message that informs of a new event and the time this
message has been received by all target nodes; (b) the fraction
of successfully informed nodes, which can be viewed as an
indicator of the reliability of the protocol.

In addition to the above metrics, we explicitly measure the
dissemination speed in m s−1 for Class D, which indicates
how quickly the protocol transports the message through the
vehicular network.

For all simulation experiments we performed at least 10 runs
with different random seeds for simulating road and network
traffic to obtain statistically significant results. In all plots we
report the mean value of the selected metric together with its
95% confidence interval, obtained for all vehicles in all runs.

C. Baseline Experiments
At first, we measure the protocols’ individual performance,

by running Class A alone as well as in combination with
Class B, C, and D at the same time (the latter depend on
the neighbor tables established by Class A).

1) Class A Performance: We start with the Class A proto-
cols, which build the foundation for all other broadcast classes
because they provide neighbor information. A typical example
application is cooperative awareness (cf. Table II).

In Figure 5a, we plot the mean beacon intervals. The
results for the 1 Hz and 10Hz protocol options are trivial;
i.e., they are 1000ms and 100ms respectively. TRC’s beacon
intervals oscillate between the different protocol states. As the
wireless channel becomes congested, TRC converges to an
average delay of 500ms. ATB continuously uses smaller
beacon intervals. We also explore the success rate and channel
utilization. The 10Hz protocol massively overloads the chan-
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Fig. 5. Class A protocol performance for the freeway and Manhattan scenario
and different vehicle densities. (a) Resulting beacon interval indicating the
latency performance. (b) Neighbor ratio for 1-hop and 2-hop neighbors (high
density scenarios).

nel whereas all other protocols carefully control the channel
utilization (data not shown due to length constraints).

Most importantly, we investigate the number of outdated
and missing entries in the neighborship data and compared
our results to those of an oracle. Figure 5b shows the results
for the high density scenarios. As can be seen for 1-hop-
neighbors, the fraction of missing entries is extremely high
(about 60%) for the 10Hz beaconing; missing entries are
those that have been identified by the oracle but not the pro-
tocol under observation. This is due to packet collisions and,
thus, not received neighbor information. All other protocol
options perform better, particularly TRC and ATB. We can also
observe the impact of the mobility on the Class A protocols:
In the Manhattan scenario the amount of outdated 1-hop
neighbors is lower than on the freeway scenario due to slower
driving speeds. The results for 2-hop neighbor information are
similar, but the amount of outdated neighbors is higher since
dissemination time accumulates over 2 hops; outdated entries
are those that should have been pruned, again, according to the
oracle. In this case, also a high number of outdated entries can
be observed. This is due to many packet collisions: beacons
are lost and direct 1-hop neighbors may be reported as 2-hop
neighbors by another direct neighbor. TRC and ATB perform
best with respect to this metric.

Due to the inability of the 10Hz protocol to provide accurate
neighborship information, we only report results for TRC,
ATB, and 1Hz in the following.

2) Class B Performance: Next, we study the performance of
our Bloom filter based Class B protocol. Recall that Class B
protocols provide urgent information in an N -hop range as
needed by many safety related applications (e.g., intersection
collision warning). We configured N = 2 for the following
experiments. We are primarily interested in the resulting
delay and the fraction of nodes that successfully received the
broadcasts. We study an increasing number of selected broad-
cast initiators, i.e., increasing load on the wireless channel.
Figure 6a shows the observed delays in the Manhattan scenar-
ios. We only plot results for the experiments using TRC as the

Fig. 6. Class B protocol performance for different numbers of broadcast
initiators. Plotted are the results using TRC as the Class A protocol and the
Manhattan scenario; results are similar for the freeway scenario. (a) Delay
for low and high density Manhattan scenarios. (b) Fraction of successfully
informed nodes for low and high density Manhattan scenarios. (c) Selected
rebroadcast nodes for low and high density Manhattan scenarios.

Class A protocol; 1Hz beaconing led to similar results as well
as for the freeway scenario. For ATB (not shown due to space
constraints) we observe a slightly higher delay caused by the
lower beaconing interval. The key insight we gain is that the
delay primarily depends on the load on the wireless channel.
If we either switch from low density to high density or from a
few selected broadcast initiators to a larger number, the delay
increases from about 70ms to more than 150ms.

Figure 6b shows the fraction of informed nodes as a function
of the number of broadcast initiators. We see again a signif-
icant difference between the low and high density scenarios.
When the channel load reaches saturation, the success rate
shows a decreasing trend. Still, more than 60% of the vehicles
can be informed in the worst case.

In Figure 6c, we show the number of selected rebroadcast
nodes of our Bloom filter based approach, that is, the number
of forwarders such that all 2-hop neighbors can be informed.
We see that with increasing vehicle density and number of
broadcast initiators the number of selected rebroadcast nodes
increases as well, which is caused by the now substantial
network load.

To show the advantage of our Bloom filter based rebroadcast
protocol, we compare it against a classical greedy approach (as
used, e.g., in DV-CAST [59]) where we select two rebroadcast
nodes from a node’s neighbor table, namely the leftmost
and rightmost neighbor. In Figure 7, we show the fraction
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Fig. 7. Fraction of successfully informed nodes for low and high density
Manhattan scenarios using a greedy approach for message dissemination.
Plotted are the results using TRC as the Class A protocol and the Manhattan
scenario.

Fig. 8. Class C protocol performance for low and high density scenarios
and different message generation intervals. Plotted are the results using
the ATB and TRC Class A protocols; the results are comparable to 1Hz
beaconing. (a) Delay for Manhattan scenarios. (b) Delay for freeway scenarios.
(c) Fraction of successfully informed nodes for Manhattan scenarios.

of informed nodes for different numbers of broadcast initia-
tors. Compared to our Bloom filter approach in Figure 6b,
we observe a lower number of informed nodes. We conclude
that the Bloom filter based solution not only helps in neighbor
management in Class A protocols but also for 2-hop data
dissemination in larger networks.

3) Class C Performance: We performed the same exper-
iments for Class C protocols for the resulting delay and
the fraction of nodes that successfully received the message.
An example application is an emergency vehicle warning
system (cf. Table II), which disseminates messages along the
road. We study the protocol behavior for decreasing message
generation intervals, i.e., a slowly increasing network load.

As can be seen in Figure 8a for the Manhattan scenario,
the delay for Class C protocols depends on two key fac-
tors. First, the channel load is important: the higher the
traffic density, the more the channel becomes loaded, which

Fig. 9. Class D Performance for different message generation intervals in
low and high density scenarios. Plotted are the results using the ATB and TRC
Class A protocols; results for 1Hz are comparable to TRC; results are similar
for the freeway scenario. (a) Delay for Manhattan scenarios. (b) Fraction of
successfully informed nodes for Manhattan scenarios. (c) Dissemination speed
of new messages for Manhattan scenarios.

translates to greater message delays. Secondly, the availability
of rebroadcasters, namely, nodes that are able to forward the
message, plays a significant role. On the other hand the more
up-to-date the neighbor tables are and the more likely it is
to have sufficient rebroadcasters available in the direction of
the geocast, the lower delays can be observed. This can be
observed in the freeway scenario in Figure 8b where the delay
in the high density scenario is lower than in the low density.

However, the delay is only partly telling the story. As can
be seen in Figure 8c, which shows the fraction of informed
nodes, with a reduced channel load the fraction of successfully
informed nodes becomes larger. For the freeway scenario (data
not shown due to length constraints) the received fraction is
in general lower due to the higher mobility, but shows similar
qualitative effects.

4) Class D Performance: One possible application using
this broadcast class are Traffic Information Systems (TISs).
In order to assess the performance of Class D protocols,
we periodically selected two vehicles to insert information
items into their local knowledge base. Each entry is configured
with a destination position of the other selected vehicle’s geo-
position.

We first look at the resulting delay as plotted in Figure 9a for
the Manhattan scenarios. As can be seen, the delay is not very
sensitive in the low density scenarios but becomes critical in
the high density scenario. We also note the dependency on the
underlying Class A protocol. The ATB beaconing in the high
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density scenario leads to slightly larger delays compared to the
TRC protocol. This is due to the higher channel utilization
caused by ATB which chooses lower beaconing intervals
than TRC. Similar effects are observed in the freeway scenario,
as well as for 1Hz beaconing. This trend can be confirmed
when looking at the fraction of informed vehicles in Figure 9b.
We notice that our Class D protocol is able to inform more
than 80% of vehicles on the road in the low density scenarios.
When road traffic density increases, the Class A beaconing
protocol leaves less channel capacity for class D protocols,
thus the fraction of informed nodes decrease. This is perfectly
in line with our integrated broadcast approach using the EDCA
subsystem of IEEE 802.11p MAC, where higher prioritized
protocols (Class A) have a higher probability for channel
access than lower prioritized protocols (Class D). For 1Hz
beaconing (data not shown due to space restrictions) as well
as for the freeway scenario similar trends can be observed.

As a final metric, we also investigate the data dissemination
speed through the vehicular network. Figure 9c plots the
dissemination speed in meters per second for low and high
density Manhattan scenarios as well as the different Class A
protocol options. As can be seen, the confidence levels are
overlapping, thus, no clear winner can be identified. Yet,
the speed is in general smaller in the TRC/ATB configuration,
particularly when the load in the network is increasing. This is
due to the MAC protocol priority of Class D packets receiving
the largest contention window and, therefore, enabling the
adaptive Class A protocols to successfully compete for more
channel capacity. These results perfectly confirm our vision
that an integrated class-based broadcasting architecture is
important.

D. Studying the Integrated Class Based
Broadcast Architecture

The advantages and capabilities of our novel class-based
broadcasting architecture for vehicular networks becomes even
more visible when looking at the integrated performance in
more holistic experiments. We stepwise enable all protocols
and investigate the dependencies of the protocol classes –
a procedure that seconds the ultimate need for integrated
broadcast protocol classes.

1) Dependencies Between Class B and Class C: We first
investigate the dependencies between Class B and Class C
protocols. We thus configured a setup enabling Class A for
neighborship management as well as cooperative awareness,
Class B for emergency or warning messages, e.g., about a just
happening traffic accident, as well as Class C for informing
other cars about lower priority events, e.g., green light speed
advisory (cf. Table II).

Figure 10 shows the results for the low density Manhattan
scenario, and using TRC as a Class A protocol. We keep the
message rate for Class B constant and vary the data rate of
Class C messages. Figure 10a indicates the impact of Class C
on Class B with respect to the delay. As can be seen, the delay
of Class B messages is not effected at all, which is exactly the
expected result. This is mainly accomplished by the EDCA
subsystem of the IEEE 802.11p MAC, which gives higher

Fig. 10. Integrated Class A, B, and C performance for different message
generation intervals; results plotted for using TRC as Class A protocol and a
low density Manhattan scenario; results for ATB and 1Hz are similar to TRC;
results are similar for the freeway scenario. (a) Delay of Class B messages.
(b) Delay of Class C messages.

priority messages better channel access probabilities. Class B
messages are also not affected in terms of the fraction of
informed nodes as well as for other protocol options of Class A
(not plotted due to space limits).

However, when looking at the resulting performance of our
Class C protocol, we see the high impact of the protocol inter-
action. Due to the increasing channel load caused by Class B,
which is working on a higher priority level compared to
Class C, the observed delay of Class C messages increases by
a factor of about 25%, as shown in Figure 10b. Interestingly,
the fraction of informed nodes for Class C only marginally
depends on the concurrently running Class B protocol (not
plotted due to space restrictions). The main reason is that there
is still sufficient time for the Class C protocol to deliver the
messages using geocasting; the delivery is simply delayed.
Only in high density scenarios packet loss influences the
delivery rate negatively. In particular, in the high density
Manhattan scenario and using ATB as Class A protocol we
observe slightly lower delays for Class C operation when
Class B protocols are enabled, however with significantly
lower delivery rates. This is because the channel is overloaded.
We observed similar results for the other scenarios and proto-
col options, but do not show graphs due to lack of space.

2) Dependencies Between Class B/C and Class D: In a
similar experiment, we study the interdependencies between
Class B and Class D protocols. For this experiment, we con-
figured a setup using Class A for neighborship management
and cooperative awareness, Class B for emergency messages
e.g., about a lane change, and Class D for non-urgent events
such as informing about longer lasting traffic jams on a road
network provided by a TIS.

Figure 11 shows the results for the high density Manhattan
scenario and using TRC as a Class A protocol. We keep the
message rate for Class B constant and vary the data rate of
Class D messages. As can be seen, Class D messages have
nearly no impact on the Class B protocol. Our Bloom filter
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Fig. 11. Integrated Class A, B, and D performance (delay of Class B
messages) for different message generation intervals; results plotted for using
TRC as a Class A protocol and a high density Manhattan scenario; results
for ATB and 1Hz are comparable to TRC; results are similar for the freeway
scenario.

based Class B protocol generates even more messages with
an increasing number of cars and when combining this with
a second protocol, the channel gets more congested. The frac-
tion of informed cars keeps also almost the same. We already
discussed this effect when studying the dependencies between
Class B and Class C protocols.

A similar behavior (like Class B with Class D) can be
observed when combining Class C with Class D protocols.
We therefore omit showing and discussing these results. Possi-
ble applications for this scenario are listed in Table II (e.g., rear
end collision warning for Class C and TIS using Class D).

VI. CONCLUSIONS

In this paper we proposed a novel, integrated, context-
aware, broadcast-based Network layer for supporting past and
future VANET applications. We also proposed four broadcast
classes that match the requirements of all known applica-
tions. We showed that these classes not only co-exist on
the same Network layer, but also make use of cross-protocol
functionality. We analyzed the performance of the proposed
protocols and discussed their properties and their ability to co-
exist on the same wireless channel. Furthermore, we presented
important findings for future protocol designs and evaluated
the influence of each protocol when concurrent operation is
performed. We see our integrated broadcast protocol approach
to provide extensibility and applicability for future protocol
designs.

APPENDIX

BLOOM FILTER

A Bloom filter is a hash represented in the form of a bit
field B of size m, that is,

B = {B0, . . . ,Bm−1}.

We further need a set of k independent hash functions
{h0(·), . . . , hk−1(·)}, each of which maps its input to a value
in [0, m − 1], that is, to a bit address. Inserting a node’s
identifier y into the Bloom filter B is realized by setting all
bits indicated by any of the k hash functions. More formally,

B ← y ⇒ ∀i ∈ [0 . . . k − 1] : Bhi(y) ← 1.

It is assumed that, initially, all bits in B are set to 0. Intuitively,
this means that the number of 1 bits in the Bloom filter is
continuously increasing with each inserted node. Some bits
for the new node y′ may have been set to 1 already, others
are explicitly set to 1.

In order to test whether a node y′ is part of the Bloom filter
B, the same k hash functions are used to see which bits need
to be set. More formally,

y′ ∈ B ⇔ ∀i ∈ [0 . . . k − 1] : Bhi(y′) = 1.

This is a probabilistic test: it can only be said correctly whether
a node was not part of the Bloom filter. Yet, false positives
are possible. For larger m the expected fraction of errors gets
smaller. Thus, depending on the expected number of input
values and used hash functions, m can be set to a value
that keeps the number of false positives small enough for the
envisioned application.
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