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Abstract— Software deployment and updating of deployed code as sensor networks has been intensively studied in thedast f
is a critical topic in the area of wireless sensor networks (V8N). years [12], [13].

Reasons are unreliable network connectivity, resource liftations In general, two approaches for software updates in sensor
of devices, and energy restrictions in general. Consequdt soft- '

ware deployment has to be performed with great care otherwis networks have been discussed in the literature: _multlhop
resources might be wasted or nodes become unavailable due toh€fwork-based node reprogramming and robot-assisted soft
failed updates. The overall objective for software manageent ware management. Work on the first technique was done
in sensor networks is to enable a robust and efficient way to mainly based on network-centric reprogramming. For exam-

build deployable .soft.ware im{iges that take into account althe ple, the Deluge system [14] was developed for reprogramming
needs from application requirements to node-specific resooe

restrictions. In this article, we outline the current state-of-the- Mica2 motes. Deluge pfOPaQates software updatg over the
art for software management in WSN and (network-based) ad hoc network and can switch between several images to
sensor network (re-)programming. We provide insights intothree  run on the sensor nodes. An role assignment system was
different approaches enabling a more comprehensive manage developed at the ETH Zurich [15] to switch between multiple

ment of WSN while challenging the robustness and efficiency {4515 depending on the current requirements. The flexible
of software configurations and reprogramming. Additionally, we

outline research challenges in the area of software managemt exchange of software components in TinyOS was investigated

and sensor network operation. at the UniverSity of Stuttgart The developed toolkit Flex-
Cup [16] introduces software engineering methods for senso
l. INTRODUCTION node programming. Incremental network (re-)programming

was studied by Jeong and Culler [17]. The primary focus of

With the proliferation of wireless sensor networkshis work was on the delivery of software images over an ad
(WSN) [1], [2] and sensor/actuator networks (SANET) [3]hoc network.
new application domains appear that make efficient use &f suc The presented previous work mainly addressed the
networks, for example in the field of habitat monitoring [4]re-)programming of homogeneous networks regarding soft-
and precision agriculture [5]. Many challenges, such asggne ware but—more important—also hardware aspects and con-
efficiency, security, and self-organization, have beentified centrates on some aspects of the deployment and update
in this area [3], [6] including also software management iprocess of sensor software. We believe that future sensor
WSN [7]. An overview to software management techniques imetworks will face diverse application demands that requir
WSN is given by Han and co-authors [8]. They depict a mod&ie deployment of heterogeneous sensor nodes. Such require
consisting of three fundamental components: the executiorents occur for example in an habitat monitoring scenario
environment at the sensor node, the software distributierhere animals wear very small sensors that collected data
protocol in the network, and the optimization of transntittethat is forwarded to bigger infrastructure sensors fornihey
updates. We concentrate on software management techniqaes network. Besides application dictated requiremettis,
for WSN that are dynamic in terms of availability, mobility,use of heterogeneous hardware offers flexibility to reduce
and current application demands. Due to the heterogenaitysts, enlarge the lifetime, and in general provides extend
of employed hardware platforms and the low resources apportunities. Lastly we believe that heterogeneity migéat
terms of processing power, available memory, and netwgrkia by-product of durable sensor networks where nodes are
capacities (sensor nodes are usually able to run a sindée tagpplemented and failed nodes are replaced. Of course one
only) [9], new approaches for efficient software enginegrircan assume that the same type of sensor nodes might be still
are needed. An overview to the issues that are specific forailable but as the development constantly moves on this
sensor nodes is provided by Culler et al. [10]. In this workyould waste benefits of the next generation sensors thattmigh
the necessity for network-oriented software architestuse be smaller, cheaper, and have a longer life-time.
described. Questions such as how to configure, reconfigureTherefore, this paper advocates for a more comprehensive
program, and reprogram networked embedded systems suchdaslopment and management process of sensor software that
sensor nodes are discussed by Handziski and co-workers [BHdresses software and hardware heterogeneity at theolevel
Software management for networked embedded systems sapplication, middleware and operating system. This inetud



the introduction of software engineering and management
technologies such as feature models and product lines that
help to handle application but also hardware diversityrtiBig

from this point it is possible to determine very fine grained
software changes and use this as a basis for code generation
and code deployment. As software in general evolves over tim
due to ongoing development its code footprint usually rises
Even so the use of the software management technologies
alleviates this process, there might be constellationsrevhe
the software that has to be deployed will not fit on some
or all of the targeted sensors. In these cases we propose an
assistance concept that determines off-line that the softw
exceeds t_he a_vall_aple storage. SQ instead to simply deppa,. 1. Feature diagramy; and f2 are or-features of concegt, f3 and f1
new functionality it is decided which parts of the softwargre alternative features gfi, and f» implies a mandatory featurgs; and an
can be deployed on different nodes that either provide tde coptional featurefs.

on demand or simply provide the demanded functionality as

service.

The main contributions of this paper can be summanzed_l_he diagram shown in figure 1 describes a specific concept

as follows. Besides a motivation for software and hardwar%e e.q. the process management subsvstem of an operatin
heterogeneity in future sensor networks, we discuss threé 9 P N y P g

. system. If concepC gets to be included in the final system
approaches that enable a more comprehensive management. .
. . configuration, then any non-empty subset of features fram th
of WSN challenging the robustness and efficiency of software . . :
. . : . . set{fy, f2} of or-features is also included. Tleature setvith
configurations and reprogramming. In particular, we discus

feature models, profile-based reconfiguration, and asgistal CSPECt toC" at this level of abstraction i1, f2, {/1, f2}}.

operations. These specific methodologies will enable WSN Itf feature f, is present, one feature from the g, f} of

: o . a?ternanve features must be included. Thus, the feature se
become more reliable for the application even if singleesyst . . .
. . . e " of f; consists of eitherfs or f,. If feature f5 is selected,
might fail or do not provide sufficient resources. Addititipa .
. . . mandatory featurefs must and optional featurgs may be
we provide a list of future research challenges in the area.o . ! . .
, included in the final configuration.
software management and sensor network operation. - ) ) )
The remainder of this paper is structured as follows. Seg--rh'S technique allows for a compact and precise speci

tion Il gives a brief introduction to feature models and it cation of interdependencies of functional as well as non-

applicability to handle software and hardware heteroggne unctlon_al prpperUes of fairly F:omplex systems. Basingeon

of sensor software. Section Il outlines how software crm1gtOOI which aids the cons_trucuon process of a feature m_odel
lead to find grained code generation and deployment. Sectﬁ)’ﬁd Su?p(;)rts the t_maprzlrrllg r?lf featu_rel_s tg |mf|?\ll\?mentat|tons,
IV discusses concepts to handle cases when software excﬁé’ﬂgma € genglra 'ig ot highly specialized sottware syste
the storage of a target node. Section V poses open ques §iyOMes possibie [19].

regarding software management of sensor networks. FinallyPrerequisite for robust and efficient maintenance of sensor
Section VI concludes the paper. node software is a methodology that allows one to keeping

track about the various software “snippets” on the various
nodes. At the very beginning, a (more or less) static detsonp
of the software and/or node variants is required in order to
Feature modeling is understood as “the activity of modelirigentify which of the software components goes to which
the common and the variable properties of concepts and thegdes. Such a description is manifested in the structure of
interdependencies and organizing them into a coherent imothe feature diagram for a given application scenario.
referred to as deature model [18] Goal is to come up with  Once setup properly, the feature diagram lists software
directives for and a first structure of a design of a systesmmponents (a) common to every node of the sensor network,
that meets the requirements and constraints specified by b common to a subset of nodes, or (c) destined for a very
features. specific node, only. That is to say, all the common and vagiabl
Common is a graphical representation of the feature modsbftware) properties of a sensor network are summarized by
in terms of afeature diagram The diagram is of tree-like means of a single, concise, and unambiguous description.
structure (see figure 1), with the nodes referring to specifdased on this initial knowledge about the (options of the)
feature categories. Four feature categories are definadda- logical distribution of the software components across the
tory, optional alternative andor. A feature diagram describessensor network, the software deployment process is ditecte
the options and constraints that shall exist within a systém accordingly: a set of explicitly or implicitly selected teaes
models the variable and fixed properties of a family of sofevarefers to those software components that need to be uploaded
and hardware assets which implement that system. to the various sensor nodes. Note that this approach gives

Il. FEATURE MODELS AND FEATURE TREES



matching profiles :

structure only to the decision processwhatto upload, and configuration (NP, AP*, MP*¥)

not_ qqhowto proc_et_ad with all the subsequent communication e
activities in an efficient way.
<<centralBuffer>>
code templates 9CID

The basic ideas of profile-based reconfiguration are sum- m}km application njse
marized in the following. We rely on a (set of) server system profiles > profiles profile
for the decision-making process, code generation, and node .,i
reprogramming. A global goal is assumed to describe the
application requirements. Such a goal could state the need [ <<centralBuffer—> @
to have specific applications available in different paftthe source code : .ne
sensor network. This example refers to the often discussed
coverage problem in sensor networks [20], [21]. Often, rieobi
systems are employed to handle this issue [22], [23]. Com-
pared to these approaches, we support the need of multiple
concurrent applications at the same time and include theiss
of reprogramming. Nevertheless, we do not discuss dethils o
the decision process that is adequately investigated bsr oth
groups [20], [24], [25].

Our developed profiling (or profile-matching) concept con- L {%_/

sists of two parts: s
Pa | | poric [ wsc-e i iy
1) A definition of profiles that characterize a software

service, e.g. software modules, and such profiles that Fig. 2. Activity diagram for code generation.
characterize environments, i.e. platforms on which ser-
vices can be offered, e.g. sensor nodes.
2) A definition of profile-matching rules defining how these
platforms can be reconfigured with these services. The<spl i t > extracts the information of the profiles and
word reconfiguration stands here in general for any newovides it for further processingssel ect src> selects
software configuration (in the sense of loading neifie source code, which is described by thBs and MPs
software). (please remark the uniqgue mapping) and puts it into a
temporary buffercgenerate wi ri ng, node profile
and confi gurabl e nodul es> generates the dynamic

and xP* means at least one profile of type The primary nesC files depending on the current configuration and the
goal of profile matching is to create all possible combinagio dlfferhent combinations f(f)APs ar;dMPs, "Imd puts thbem 'nt%

of executable source code. Again, we use a straightforwatgother temporary pufter. Code templates can be used to
terminology for the definitiongNP, AP*, MP*) means that on prow_d_e generic functionalities or static s_egments thamrde-_ _
the node described byP the applications described ByP* specific and must be prepared appropriately before congpilin

with the modules described ByIP* can be installed. Each <conpi | e> compiles all the nesC files.conpose> maps

module or application can be realized using different seur!:he resulting birlary W_ith thg cqrresponding node address.
files. An example is depicted in figure 3. Necessary code frag-

For code generation and reprogramming, we rely on fnents, i.e. software modules that do not need further adap-
’ tation, are compiled to the final sensor application. A spe-

external server responsible for control and management.'f . > )
our example, we focus on code management for Mica2 mofé@ fragment is the base system. Similar to a middleware
it provides necessary standard functionalitghsu

running TinyOS. The server system performs the dynamigelution, it p :
source code selection and generation. Figure 2 shows it the algorithms for profile exchange and network-based
activity diagram for creating a code binary. One static inp(f®de reprogramming. Additionally, code templates can be
corresponds to the code templates for the generation of {#R€d representing code that must be adapted according to the
wiring, the node profiles, and the configuration, anothehep t/0c@l needs. For example, sensor calibration can take piace
source code of the modules (nesC files). The dynamic inp@dapting reference values in such code templates.

are the current configuration and the matching profiles. Theln the system that we developed in our lab [26], code
goal is to create a binary that runs on the node described if?gments for TinyOS programs are written in nesC. Spe-

NP and contains all applications and modules described B§ic profiles as discussed previously are connected to these
AP* and MP*. fragments in order to describe functionality and utilizatiIn

order to generate a binary that runs on the nodes described by
lseehtt p: // www. ti nyos. net/ its node profile, corresponding nesC modules are extracted

node address

Il1l. PROFILE-MATCHING FOR CODE GENERATION

select
src profile and configurable

generate wiring, node
modules

binary [1
compile compose

In the following, we use the following notation$iP for
node profile AP for application profileMP for module profile,



code q0] /\ each demanding node. Instead, these functions can bedocate
templates Hﬂ u‘* at different nodes that are contacted during runtime.
3?2 An assistance-concept has to be provided with very low
code 54 i) I oo overhead and in general, it should be, at least during imple-
fragments / mentation time, trarjsparent to the developer. So the dpvel(_)
b base system ment process remains unf:hanged. Instead, at deployment tim
it has to be determined if the target system can handle the
whole application and system software at its full functieh s
If this is not the case, a semiautomatic approach composed
by code analysis and developer knowledge has to identify
possible candidates for relocation. The code analysieliyer
from the software repository on the dedicated server apgbntifies code fractions that are self-contained in a sense
provided to the compiler. The structure of TinyOS programfat only some other parts of the code access these fractions
requires some additional handling in combination with thehen, the developer has to decide whether a candidate can
selection of source files. FiI‘St, the Wil‘ing between the nhesiu be relocated’ as she should know whether there are t|m|ng
must be defined. Based on the available descriptions, téesplgonstraints, or if the function is often accessed so an ex-
can be used for an unambiguous wiring. Secondly, some pafialization is not suitable. In a second step, the selecte
of the nesC code have to be adapted to different hardwakghdidates are removed from the binary and replaced by very
configurations. We also allow to generate nesC code @mall code sequences acting as stubs. Of course this is only
demand using code templates. Such templates are filled withe way to implement the identification process that targets
Variables and a|goritth depending on the current Contepgte Stages of deve'opment and dep|0yment_ Other Ways to
i.e. the environmental conditions. This procedure can leel ugackle this problem might be the introduction of annotagion
to calibrate sensor readings. A template and a configuratigngevelopment time to mark possible relocation candidates
defined by a profile will be substituted to a configurablgther approaches targeting earlier stage of developmient li
software module that is adapted to a particular hardwaggstom programming constructs.
configuration. In a final step, the node profile is transfortted  Once a function is relocated to some other node and it is
a nesC file that can be compiled to a new binary. This binagyoked at its original target location a stub is executed an
reflects the application profile and corresponds to the &ctyge assistance-concept takes over execution. In geneeal, w
hardware capabilities. anticipate two kinds of assistance: remote execution and on
demand update. In the first case, similar to a traditionabtem
invocation system, parameters are serialized and trapsfer
Software updates independent of their granularity as well a neighboring node. In most cases, these functions are
as the technique to apply them are performed in a pusissumed to be stateless so an arbitrary node has to be found
based manner as new information denoted by software aiffering the required functionality. If the function is stefull,
policies is deployed onto nodes trigged by external estltiee  additional actions have to be taken. This includes not dmdy t
developers or researchers. In some scenarios not all demartdansfer of call parameters but also of extended contert-inf
functions can be stored on a node at the same time. Thiation. In case of on-demand updates, the removed function
might be the case, if the required function set is very larde redeployed at runtime so that not a service providing node
or more likely a consequence of software evolution. In the required but a node that offers a suitable implementation
later case further development of software obviously leads Depending on the function and its dependencies, it is inte-
an extended functions set that usually requires more soragrated by one of the deployment approaches that have earlier
Sensor networks are thought to be deployed in less developegn outlined. Of course this might require to replace sofme o
environments like rain forests, glaciers, or other inasitds the currently hosted code. In general, a resource managemen
or unpredictable environments as motivated by severakdiabiconcept at the level of code layout and deployment is redquire
monitoring applications. Additionally, such networksMihve that takes not only only single nodes into account but also
an operation time of at least several hours up to years tmatiltiple neighboring nodes forming bigger entities. Boithds
will rise in the near future. Therefore, we believe softwaref assistance require nodes that provide the dynamic lookup
evolution will become a key factor. and selection of code or functionality as it can not be exgubct
To address this development and to ensure future extertbat suitable nodes are known at deployment time.
bility and adaptiveness of sensor software, we anticipate—Taking this approach one step further, it might be reas@nabl
without the extensive application of hardware—pull-basdd widen the scope not only to the management of storage
extension mechanisms have to be provided. A possible salutbut also other resources like memory or energy. For example,
offers an assistance concept that dynamically utilizestfans nodes that have less remaining battery power or are known
provided by neighboring nodes. The basic idea behind sucloahave greater energy consumption can explicitly outseurc
mechanism is the observation that some functions are seldfumctions to other nodes. Candidates for such an approach
needed and therefore do not have to be permanently locatedhaght be nodes that due to topological reasons take special

Fig. 3. Code selection and complication.

IV. ASSISTANCE



roles in scope of the routing process and therefore haveéggrea  includes, for example, extended tool support to map

energy demand. feature changes to small and specialized deployment units
or more general to support the selection of a deployment
method and strategy.

As outlined in this paper, we assume that sensor networksModularly implemented WSN software builds a useful foun-
will face heterogeneity in terms of software and employedhtion for the efficient and resource aware deployment as cod
hardware. This leads to extended complexity concerning safhanges and updates can be clearly identified. However the
ware development, deployment, and, finally, managemedéployment of custom and maybe node specific software onto
Together with other limitations and requirements, we ifiat  heterogeneous hardware has certain extended requirements
the following research challenges for software managemment , Software deployment has to be efficient in terms of

V. RESEARCHCHALLENGES

sensor networks: network utilization, storage, and processing requiresient
« Code maintenanceHow do we have to store code parti- as sensor networks are in most cases resource restricted.
cles and code fragments? How can we identify features Heterogeneity amplifies this challenge and existing de-
of application and system code? ployment techniques have to be verified for their usability,
« Generation of executableslow do we map code to het- this may lead to completely new approaches primarily
erogeneous hardware? How can we include node specific targeting heterogeneity.
parameters, e.g. for calibration issues? « Reliability is a crucial point for the deployment of soft-

« Reprogramming How can we transport (parts of the) ware as failed updates may cause unresponsive nodes,
executables to the dedicated sensor nodes? How can we that at the extreme can destabilize a whole network.
ensure reliable reprogramming? Here, heterogeneity introduces even more pitfalls, so

« Assistance functiongHow do we define helper systems  mechanism have to be considered that ensure a save and
for fault tolerance? How can we spread functionality over  robust deployment process.
multiple sensor nodes? Last but not least, many (if not the majority of) use cases are

As mentioned before, sensor network applications af@ced with the situation where application demands exdeed t
wireless sensor networks themselves must deal with seveggources provided by individual sensors. A graceful hiagdl
constraints while achieving their goals. These conssairise Of such situations demands for extended technologies #vet h
inherently due to the nature of either wireless networks & be tightly coupled with the proposed software enginegrin
mobile ad hoc networks: technologies and deployment mechanisms:

« Mobility of nodes Commonly it is believed that sensor * The provision of these techniques like remote execution

networks being stationary, nowadays, mobility is a mayor OF on-demand installation itself poses a challenge if
concern. performed in a resource and efficient manner.

. Size of the networkSize has much larger impact com- * Remote execution as a basic technology becomes useless
pared to infrastructure networks. if required services are not provided by neighboring

. Density of deploymentanging from very high to quite nodes or at least sensors that can bg reached within
sparse, application domain dependent. a short distance. Ensuring such properties demands for
« Energy constraintsare much more stringent than in fixed ~ N0de spanning resource management, supported by off-
or cellular networks, in certain cases the recharging of the line planning as part of the deployment process.
energy source is impossible. A big challenge is to get all these approaches integrated
stoag)rovide users with avorkbenchsupporting development,

Considering these constraints, the research challenge : . .
lution, and maintenance of forthcoming WSN.

stated before can be mapped to particular requirements iak:\e
are usually present in the context of WSN. Table | summarizes VI. CONCLUSION

this mapping. In this paper, we discussed the need to robust and efficient
Several approaches exist to address the discussed hetggfware management solutions for use in wireless sensor
geneities as well as the typical limitations and restritsion npetworks. Above all, the motivation for new approaches and
sensor networks. The first category concentrates on s&twap|utions arises due to emerging hardware and software het-
engineering techniques and comprises the following recogypgeneities. Such differences are caused by the need to use
mendation: one WSN installation for multiple purposes depending, for
« Software for sensor networks should be implemented us<ample, on the current time or environmental conditions.
ing software engineering techniques for modularizatiobjmitations of sensor nodes in terms of resource restristio
thereby leading to better manageability but of courgenemory, storage, processing) do not allow to install all
also extensibility. Possible candidates are as propoggsksible software modules to all available sensor nodass,Th
feature models but also the application of aspect-orientedterogeneity is even further increased.
programming (AOP) techniques seems to be promising. We identified several research challenges in the domain of
« Rigorous adaptation of software engineering techniqussnsor network software management and node reprogram-
to the demands of the sensor network domain. Thising. We also proposed three different approaches that can



code generation  of| reprogramming | assistance

maintenance executables
reliability Yes - Yes Yes
security - - Yes Yes
network utilization Yes - Yes Yes
system resource utilization Yes Yes - Yes
reprogramming performance Yes Yes Yes -
fault tolerance Yes - - Yes
hardware heterogeneity Yes Yes Yes Yes
software heterogeneity Yes Yes - Yes

TABLE |

MAPPING OF RESEARCH CHALLENGES TO TYPICAL APPLICATION REQBREMENTS INWSN

help to address the discussed challenges. First, featudelmo[12] B. Hurler, H.-J. Hof, and M. Zitterbart, “A General Aritbcture for
help to identify relationships between different modules a
to (semi-) automatically select the functions that arelyeal

needed in a particular scenario. Secondly, a profile-magchi13]
based technique to select code fragments as well as code
templates for generating executable binaries eases the n

and application specific code generation. Finally, assigta

models allow to spread functions over a set of available sodé>!

in order to either enhance the fault tolerance or to disteibu
applications to multiple nodes.

[16]
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