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Abstract

Molecular communication (MC) is gaining increasing popularity for data communication between nano systems. First
applications both in the biomedical and the industrial domain show that MC is often better suited than conventional radio
communication. Theoretical studies regarding the communication capabilities are accounting for information-theoretic
metrics to maximize the system performance concerning the communication rate, the bit error rate, and the delay.
However, the freshness of status updates by means of MC is still a topic to be addressed in this field. The concept
of the age of information (AoI) has been introduced to particularly analyze and design timely system updates when
considering the limited capabilities of the underlying communication channel. In this paper, we introduce the AoI concept
in molecular communication channels. In particular, we focus on the peak age of information (PAoI), which describes
the maximum AoI on a per packet basis. We derive a theoretical equation to compute the average PAoI metric. This
allows analyzing the trade-off between an increased rate of transmission (thereby a reduced latency) and the produced
inter-symbol interference (ISI) (thereby an increased error rate). We further validate our analytical results by means of
simulation and illustrate the impact of the channel parameters. We finally summarize open research problems to conclude
the discussion of AoI in the field of MC.
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1. Introduction

Molecular communication (MC) mechanisms are re-
cently addressed as particularly suited to support nanonet-
work communication applications. The use of molecules
and particles as carriers of information has proven to be
better suited than the conventional use of electromagnetic
waves in the nano- [3, 41] and macroscale [27, 28] ranges.
Because of their bio-compatible nature, the use of molecules
and particles exhibits robust and energy-efficient (low heat
dispersion) properties that becomes rather suitable to de-
vise communication schemes by molecular means. We have
seen very successful approaches to MC ranging from theo-
retical channel analysis to new MC devices [52].

Currently, visionary applications are being developed
using MC and also supported by synthetic biology com-
ponents [51]. Particularly, the early detection and treat-
ment of diseases is of interest when, for example, designing
smart drugs mechanisms, tissue engineering, genetic en-
gineering, treatment of cancer, and lab-on-a-chip devices
[23, 47, 10]. Additionally, industrial applications are also
foreseen [29, 28]. The communication in the confinement
of some industrial environments like pipe networks for oil,
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water, and gas pipelines, where electromagnetic waves will
be highly attenuated, can be supported by MC techniques
as well.

A variety of propagation models are also reported for
MC. Examples include diffusion, flow assisted, active trans-
portation using molecular motors, or bacterial propagation
mechanisms [21]. However, the MC channels introduce
singular barriers to implement communication systems.
One major difference compared to conventional radio com-
munication is that information carriers are constituted
by particle entities that interact with the medium in their
travel from source to destination. The trajectory is not nec-
essarily straight, but impacted by chemical and mechanical
interactions [44]. A released particle in a diffusive medium
will randomly move until reaching a given destination [8].
Consequently, the propagation delay will be considerably
larger or infinite. In contrast to the emission of waves, it is
not certain that the emission of particles reaches the desti-
nation even for short distances and line of sight conditions.
Furthermore, when considering the emission of a group of
molecules, remaining particles from the previous emission
may produce a high inter-symbol interference (ISI), which
in turn will degrade the performance.

In this communication scenario, the main metrics used
to assess the performance of MC systems focus on max-
imizing the system performance. Relying on theoretical
analysis, simulators, and first wet-lab experiments the mo-
tif is to improve the achievable channel capacity, observed
delays, and the resulting symbol and packet error proba-
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bility. However, the analysis of the achievable freshness
of information is still a topic to be addressed in this field,
which becomes particularly important when considering
the cooperation of nano devices to overcome their limited
resources as individual units.

We suggest to use the concept of age of information
(AoI) and its corresponding metrics as a more suitable tool
to analyze and design such nano communication scenarios.
The perceived AoI [58] of the received packets will provide
a metric to analyze the performance regarding the timeli-
ness of updates in molecular communication systems. In
contrast to the reported studies, that evaluates the trans-
mission rate to improve throughput [42], or to reduce delay
[54], and the impact of errors [48] separately, the use of
the AoI concept allows to jointly consider all in the same
theoretical framework. Consequently, a better tradeoff can
be achieved when minimizing the perceived age regarding
the status updates. In the context of MC, such an analysis
is still pending to address.

In this paper, we provide the first evaluation of the age
of information concept in molecular communication chan-
nels. We consider the conventional discrete-time channel
model due to its simplicity and wide applicability to de-
scribe the molecular channels. In particular, we look at the
so-called peak age of information (PAoI) and the average
PAoI, which describe the maximum age of information per
packet and the average of this for an ongoing communica-
tion, respectively. We present preliminary results for the
very popular diffusion model. Our main contributions can
be summarized as follows:

• We introduce, for the first time, the use of age of
information in MC scenarios. We outline and discuss
the potentials of using AoI as a key metric in the MC
field.

• We derive a closed-form expression to compute the
PAoI based on reported MC models and receivers.

• We introduce preliminary ideas regarding the system
utilization for the optimal average PAoI and also
discuss future research challenges.

The remainder of the paper is structured as follows.
Section 2 recapitulates necessary background on molecular
communication. Section 3 describes how the concept of
age of information can be applied to MC. This section also
shows how to theoretically derive the average PAoI metric
in MC channels. Section 4 shows some first simulation
results to confirm the correctness of the theoretical average
PAoI. The simulation results also illustrate the impact of
MC design parameters in the status updates regarding the
varying distance between the transmitter and the receiver,
the varying receiver radius, and the diffusion coefficient.
Section 5 summarizes open research problems regarding the
AoI metrics in MC channels. Finally, Section 6 concludes
the paper.

2. Molecular Communication – A Primer

In spite of the reported benefits, the MC channels im-
pose particular characteristics in comparison to the electro-
magnetic field when analyzing the propagation of molecules.
In contrast to the Friis free space model for the electro-
magnetic wave propagation [49], in the MC channels the
propagation is governed by mechanical and chemical inter-
actions between the released molecules and the medium.
As a consequence, the time of propagation for a single
molecule will be proportional to the square of the distance,
which in turn will introduce a high propagation delay on
the macroscopic distance [8]. For instance, a small molecule
in the water at room temperature will diffuse through a
1 cm distance in 14 h [8]. This is highly contrasting with
the achievable speed of electromagnetic waves in water,
where the same distance will be covered in just 44 ps.

On the other hand, MC channels are typically high
spreading mediums. For example, a pulse wave of one sec-
ond can be spread larger than twice when using particles
with a diffusion coefficient around or less than 100 µm2/s
(e.g., microRNA in water1) [8]. These high spreading ef-
fects experienced in the MC channels will correspondingly
produce a high ISI for the regular transmission of pulses,
which in turn will limit the achievable rate of transmissions.

These particularities regarding the MC channels impose
new challenging restrictions when addressing the implemen-
tation of modulation schemes, error-correcting codes, as
well as reception and detection mechanisms to implement
communication systems in the MC environment. These
different fields are typically conceived to optimize system
utilization metrics like bit error rate (BER), delay, and
the achieved capacity through the theoretical conception
of MC channel models [35].

In the macroscale range, artificial MC systems are re-
ported to be implemented through commercially available
sensors and bio-inspired techniques. Instead of the rather
expensive nanoengineering components, middle-range dis-
tances (∼3m) have been achieved through the use of
pheromones (biological approach), chemical elements (like
Calcium ions, Di-nitrogen, Acetone, Alcohol, Methanol),
or magnetic particles. Supported by a flow to induce drift
on the molecules or particles, several experimental setups
are built through a variety of carrier elements through air-
based and micro-fluid mediums. This is the case of alcohol
molecules emitted with electrical sprayers and received with
alcohol sensors [19], also extended to multiple input and
multiple output (MIMO) [31], pH-level controllers with
pH sensors [20], magnetic nanoparticle emissions using
a comparably big susceptometer receiver [55], passive re-
ceivers supported by external magnetic fields [56], and odor
generators with a mass spectrometer [39].

To transmit, the information is typically encoded in
the number of released molecules, molecule type, or the

1Search BioNumbers – The Database of Useful Biological Numbers,
https://bionumbers.hms.harvard.edu/search.aspx
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molecular release time [35, 32]. The implemented mod-
ulations are commonly reported as pulse-based following
the natural biological processes where information is in-
terchanged by means of pulse sequences [25]. A single
molecule type is used to implement simple modulation
mechanisms regarding the concentration of molecules as
on-off keying (OOK), concentration shift keying (CSK),
or amplitude shift keying (ASK). Complex modulation
mechanisms are implemented through multiple molecule
types like molecular shift keying (MoSK), depleted molec-
ular shift keying (D-MoSK), or isomer-based ratio shift
keying (IRSK), and present a better performance regarding
the impact of ISI [34]. Concerning the time of emission,
pulse position modulation (PPM) [25] and release time
shift keying (RTSK) [17] are two reported modulations.
PPM presents a reduced performance regarding range and
throughput in comparison to the concentration-based mod-
ulations, while the asynchronous modulation RTSK ex-
hibits an improved communication rate [21]. Furthermore,
in addition to single-carrier modulations, multiple-carrier
waveforms have also been reported [15] as the orthogonal
frequency division multiplexing (OFDM) with a reduced
impact of the ISI produced by the MC channels.

In order to reduce errors due to ISI, the sequence to
be transmitted can be encoded first. By including redun-
dant bits in the transmitted sequence, conventional and a
variety of novel techniques have been devised. The conven-
tional codes are given by Hamming, Convolutional, Turbo,
or low-density parity-check (LDPC) codes on one hand.
On the other hand, new reported codes are the ISI-free
coding, molecular coding (MoCo) distance function, Ham-
ming minimum energy code (MEC), and self-orthogonal
convolutional codes (SOCCs) [35]. However, results ex-
hibit a superior performance regarding the conventional
coding techniques. On the nanoscale, this is the case of
the Hamming and LDPC codes, in the middle-range the
LDPC codes present the best performance, while in the
long-range the best code is the Convolutional scheme [35].

The propagation of the carrier molecules is also analyzed
for the diffusive, advective, and degradative mediums [29],
where their channel impulse response (CIR) is derived to
account for the received sequence of molecules. In addi-
tion, the propagation can be implemented by molecular
motors comprised of multi-component protein molecules
where the information is carried in a more protected envi-
ronment. Concerning the reception mechanisms, a variety
of theoretical studies have been conducted to model ideal
and practical receivers. Ideal receivers, when considering
a perfect absorber with a spherical geometry [46], are the
most widely used because they avoid the impact of the
receiver mechanisms in the analysis of the propagation of
molecules.

The detection mechanisms are implemented by sam-
pling and energy-based mechanisms. The sampling-based
detectors sample the receiver concentration of molecules
according to a given sampling period [36]; they are able
to implement the current detection by using the previous

output. On the other hand, the energy-based detectors are
based on the collected total number of molecules during
a predefined time interval [37]. Their complexity to im-
plement is less than the sampling detectors because of the
avoiding of memory blocks to store the previously decoded
symbols. However, sampling detectors are more robust be-
cause of the implemented parameter estimation techniques
to mitigate the impact of ISI.

In order to develop and fine-tune above communication
schemes, having appropriate simulation tools is important.
They have the potential to reduce material costs and facili-
tate larger parameter studies compared to using a physical
testbed only. There exist different approaches for the sim-
ulation of MC channels, each with their own advantages
and disadvantages depending on the scenario. For instance,
these approaches include the following simulation scenarios:
NanoNS3 [30] with very low computation costs and the
capability to explore higher-layer protocols such as routing;
BiNS2 [22] which allows configuring the environment more
freely, AcCoRD [43] with included computationally efficient
mesoscopic domains, and the Pogona simulator [9, 16] that
re-uses the output of existing computational fluid dynamics
simulator accounting for accurate propagation models.

So far, the main metrics on the reported studies for the
communication systems through MC channels (theoretical
and through the use of simulators) focus on maximizing
the utilization of the system regarding achievable channel
capacity, delay, and error probability. However, the analysis
of the achievable freshness of information is still a topic
to be addressed in this field. To overcome their limited
resources as individual units, nanodevices are expected to
cooperate with each other [2]. In this scenario, it will be of
major importance to evaluate a timely awareness regarding
the status of remote sensors or the complete system as a
network.

Regarding the timely update of samples, implicitly it
has been addressed by some reported studies when comput-
ing the achievable transmission rate on the transmitter side
to account for the improved performance. For instance,
the symbol-period is derived considering the saturation
point of receivers [38]. This is to avoid the excessive arrival
of molecules, which will be limited to be removed by the
detector. Other reports compute the symbol-period that
minimizes the error probability to decode the transmit-
ted sequence as in [48]. Additionally, there are transmis-
sion protocols (regarding the symbol duration) designed
to maximize the mutual information in deformable cellular
tissues [6]. These transmission protocols are also analyzed
by considering static and dynamic time slot durations to
improve the data rate.

Furthermore, the trade-off between the rate of transmis-
sions and delay have been characterized in [54] regarding
a pair of communicating devices with a relay node. This
trade-off is evaluated and analyzed when an M/D/1 FIFO
2 queue is implemented in the relay node to account for the

2M/D/1 accounts for a system having one server, time of arrival
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future study of the optimal settings. The rate of transmis-
sion is also analyzed to improve the system efficiency [42].
Efficiency is measured by the ratio between throughput
(total number of molecules processed by the receiver) and
the total number of emitted molecules (on the transmitter
side). The improved efficiency will account for saving re-
sources regarding the emitted molecules. Those molecules
that cannot be processed on the received side will diffuse
away or will remain in the environment interacting with
future emissions, thereby increasing the channel noise.

These above reports characterize the trade-off between
transmission rate and system performance metrics such
as BER or delay. At the same time, the AoI concept
provides a framework to jointly capture these trade-offs,
and to account for a system optimally updated instead.
In this paper, we provide a first evaluation of the AoI in
MC channels. Although widely analyzed in conventional
communication schemes, the fundamental limits regarding
the status update can also be analyzed when molecules are
the carriers instead of waves. To illustrate the obtaining of
the AoI metric, we consider the conventional discrete-time
channel model due to its simplicity and wider applications
to describe the molecular channels.

3. Age of Information of Molecular Communication
Channels

In analogy to information theory principles, the trans-
mission of information through molecular communication
channels is modeled by considering the three main consti-
tuting elements, namely the transmitter, the medium, and
the receiver. Each of these elements is modeled by their
specific restrictions to account for realistic scenarios or by
ideal assumptions (although non-realistic to account for
a wider theoretical analysis). Here, we follow the second
approach as a first step in deriving a closed-form expres-
sion to evaluate the average AoI and provide an overview
regarding the freshness of the received information packets.
For ease of analysis, here we consider that a packet is com-
prised of the information-bits carried by one symbol when
transmitted through the MC channel.

Considering that AoI metrics are an end-to-end descrip-
tor, to compute these values we must consider the MC
channel by its end-to-end model (Section 3.1) as well as the
detection mechanisms (Section 3.2). The end-to-end mod-
els will account for the expected total number of received
molecules through the medium, the detection mechanisms
for their proper detection. We will further consider the
general concerns regarding the AoI metrics in Section 3.3
to compute the average PAoI for the MC channel case
(Section 3.4). We reveal the trade-off mechanism between
the desired increase of the rate of transmission (reduced

determined by a Poisson process, and deterministic service time.
FIFO accounts for the discipline in the queue according to first input
first output.

latency) and the non-desirable effect regarding the impact
of ISI when accounting for the average PAoI. Finally, we
address an optimal condition for the rate of transmission
to minimize the average PAoI (Section 3.5).

3.1. Discrete Molecular Communication Channel Models
Several models are reported for each constitutive ele-

ment regarding the transmitter-medium-receiver chain, as
depicted in Figure 1. Here we consider the case of the single
point source for the transmitter, where emitted molecules
are diffused through a homogeneous free diffusion medium
(3D unbounded without flow), and the receiver is consid-
ered as a perfect absorbing sphere of radius r located at
a given distance d > r from the transmitter. We consider
a binary transmission where the information is encoded
in the concentration of molecules. Specifically, the trans-
mission of ones will correspond to the impulsive release
of NTx single-type molecules, zeros will be in correspon-
dence with no emission of molecules as an OOK modulation.
The transmission will be periodically triggered with the
symbol-period Ts.

Considering the emission of NTx molecules, the frac-
tion of molecules NRx absorbed by the receiver will be a
random quantity because of the randomness of free diffu-
sion media. To account for the NRx value, three general
distributions are reported to model their random behavior
as Bernoulli [40], Poisson [5], and Gaussian [33]. These
three distributions are dependent on the probability for a
single molecule to hit the receiver, defined by the modified
inverse Gaussian distribution as [59]

phit(d, t) =
r(d− r)

d
√
4πDt3

e−
(d−r)2

4Dt , (1)

as a time-dependent function in terms of the distance
between the transmitter and the receiver (d− r), as well
as the diffusion coefficient D (accounting for the physical
properties of the medium) as

D =
kBT

6πηrmol
, (2)

where kB = 1.38 · 10−23 J/K is the Boltzman constant,
T is the system temperature, η is the medium viscosity,

r
d

Transmitter Channel Receiver

Information Molecules

Release

Point

Figure 1: System model.
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Figure 2: Block diagrams for the MC channel models: (a) Binomial model, (b) approximation of the Binomial model, (c) Normal model, and
(d) Poisson model [14].

and rmol represents the radius of the released molecules.
Furthermore, the probability of one molecule to reach the
destination on a given symbol-time interval (iTs) can be
directly computed as

Pi =

∫ (i+1)Ts

iTs

phit(d, t)dt (3)

=
r

d

[
erfc

(
d− r√

4D(i+ 1)Ts

)
− erfc

(
d− r√
4DiTs

)]
,

where erfc(·) is the complementary error function.
According to the communication system depicted in

Figure 1, the total number of arriving molecules can be
modeled by the Bernoulli distribution. That is, when NTx
molecules are released by the transmitter, and considering
that any of these molecules have an equal chance to reach
the receiver (and only once), then the probability to receive
a total of NRx molecules out of NTx will follow the binomial
distribution as [24]

NRx[i] ∼B(nRx;NTx, Pi) (4)

=

(
NTx

nRx

)
PnRx
i (1− Pi)

NTx−nRx .

The relation in Equation (4) only considers the recep-
tion of a given transmitted number of molecules, without
concerning the impact of ISI produced by previous emis-
sions. To that end, when considering the previous emission
of molecules, denoted by the sequence s[i], then the total
number of received molecules in the i-th time symbol will

be given by the superposition of binomial distributions as

NRx[i] ∼
L∑

l=0

B(nRx;NTxs[i− l], Pl), (5)

where Pl is computed as indicated in Equation (3), and L
represents the channel memory length.

To facilitate the analysis, the binomial distribution
in Equation (5) is reported to be approximated by the
Poisson and Normal distributions to directly compute the
total number of received molecules on a given i-th time slot
and accounting for ISI. The Poisson distribution is applied
under two conditions: arbitrarily large values of the total
released molecules (avoiding to specify their exact value),
and small probability of each molecules passing through
the outlet, yielding [24]

NRx[i] ∼ P(λi) = e−λi
λnRx
i

nRx!
, (6)

where λi will be a moderate value [24] defined as [48]

λi = λnoiseTs +NTx

L∑
j=0

s[i− j]Pj , (7)

λnoise represents an additive stationary noise per unit time
due to interfering molecules in the channel (of the same
type used to transmit).

On the other hand, the Normal distribution is applied
when phit is sufficiently low yielding [35]

NRx[i] ∼ N (µi, φ
2
i ) =

1√
2πφi

e
− 1

2

(
nRx−µi

φi

)2

, (8)

5



where

µi = NTx

L∑
j=0

s[i− j]Pj , (9)

and

φ2
i = NTx

L∑
j=0

s[i− j]Pj(1− Pj). (10)

Although the natural model for the diffusion process is
described by the Binomial distribution, its approximation
through Poisson and Normal allows for more mathematical
tractability to analyze and design the system. Additionally,
the description through the Poisson distribution allows to
better model a realistic implementation of transmitters.
Typically, there is no control on the exact value regarding
the total number of released molecules (NTx), and the Pois-
son distribution will “mask” this quantity when expressed
in terms of λ instead.

It is also worth mentioning that the mean and variance
statistics, regarding these models, are signal-dependent.
That is, depending on the transmitted sequence, a larger or
reduced impact of ISI will be verified. This concern intro-
duces particular difficulties each time the error probability
is part of the system design methodology.

These three different MC channel models can be repre-
sented by the block diagrams depicted in Figure 2 [14] for
(a) the exact representation of the binomial model, (b) its
approximation, (c) the Normal distribution, and (d) the
Poisson distribution. In these diagrams, the coefficients hi

represent the probability to receive a molecule in a given
time slot i as Pi in Equation (3). By means of these filter-
approach models, it is possible to simulate the received
concentration with reduced computational complexity.

3.2. K-bit MC Receiver
Several receiver schemes have been reported to account

for a reduced impact regarding ISI. In the case of binary
transmissions, the reported schemes decode the received
sequence by directly comparing the sampled concentration
of molecules to a threshold value τ in order to decide
whether a 0 or a 1 was transmitted. The value of τ is
optimally computed to minimize the BER metric [48].

These threshold-based detectors are mainly distinguished
by their accuracy in estimating the value of τ . For instance,
the zero-bit memory receiver will establish τ based on the
current symbol, while a K-bit memory receiver will also use
the previous K symbols to compute the optimal threshold
value. Assuming a Poisson channel model, a K-bit memory
receiver will implement an optimal threshold computed
as [48]

τ∗[i] = argmin
τ

Pe(τ, i), (11)

where

Pe(τ, i) =
1

2L−K

i−1∑
k=i−K+1

Pe(s[k], τ), (12)

is the error probability, and

Pe(s[k], τ) =
1

2

[
Q

λ0Ts +

L∑
j=1

s[k − j]Cj , ⌈τ⌉

+ 1−

(13)

−Q

λ0Ts +

L∑
j=1

s[k − j]Cj + C0, ⌈τ⌉

],
where Q(λ, n) =

∑∞
k=n

e−λλk

k! is the incomplete Gamma
function, λ0 is the background noise per unit time, the
term

Cj = NTxPj (14)

denotes the average received total number of particles at
the j-th slot produced by one particular emission of NTx
molecules, and Pj is the probability that one molecule hits
the receiver at the given time slot according to Equation (3).

The noisy contribution of ISI, considered by the si−jCj

and C0 terms for the error probability in Equation (13),
will be dependent on the transmitted sequence vector s[i].
The larger the total number of previous symbols with high
concentration, the larger the contribution of ISI to the
current symbol will be. In general, the error probability
value Pe will be also a random variable.

3.3. AoI Metrics
A natural definition to account for the age of given in-

formation carried by a packet is given by the time elapsed
since its creation. Considering that a given packet was
created in the time instant tp, then its corresponding age
will be given by ∆p(t) = t− tp, as depicted by dashed lines
in Figure 3) [58], where five packets are represented and
periodically created in the time instants t1 to t5. Consider-
ing the destination node, let us assume all these packets
arrive successfully but for the third one because of the pro-
duced errors by the channel noise. The successful packet’s
arrival will update the status and correspondingly the per-
ceived AoI. In correspondence, the current AoI regarding
the source’s status will be given by the age of the most
recent packet received at the destination node as depicted

Δ

t
Ts Td

t1 t2 t3 t4 t5

Δ0

t1 t2 t3 t4

A0 A1

A2

A3

t5

Figure 3: Representation of the AoI of packets (dashed lines) and as
perceived on a given destination node (bold line).
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by the solid line in Figure 3. According to this definition,
the AoI will be given by a piece-wise function, where each
segment will be defined by

∆(t) = t− u(t), (15)

and u(t) corresponds to the time-stamp of the most recent
received packet. Due to the randomness of transmissions
(produced by channel impairments and the communication
network mechanisms), packets will arrive randomly, which
in turn will imply that u(t) will be a random process, and
subsequently the AoI as well.

Considering the AoI random process in Equation (15),
several metrics are defined to optimize the freshness of
information on the received side. The time-average AoI,
computed as

⟨∆⟩ = lim
T→∞

1

T

∫ T

0

∆(t)dt, (16)

will account for the area under the piece-wise function
∆(t). On the other hand, the PAoI will average the peaks
An (local maximums) regarding the AoI curve in Figure 3
yielding

∆(p) = lim
T→∞

1

N(T )

N(T )∑
n=1

An, (17)

where N(T ) represents the total number of peaks up to T .
This metric is more tractable analytically than the average
AoI because of their linear relation to time intervals. As de-
picted in Figure 3, it will be given by a linear superposition
of non-overlapping time intervals as An = Yn + Tn, where
Yn is the time-period of transmissions, and Tn is the time
elapsed since the packet transmission to their reception.

These AoI metrics provide a means to improve the
freshness of the status updates about a remote sensor
considering the restriction imposed by the communication
system. Focusing particularly on the MC scenario, as
depicted in Figure 1, the MC channel will introduce two
main restrictions to achieve timely updated packets: the
propagation delay through the medium (by means of free
diffusion), and the errors introduced by the impact of
ISI. These undesirable channel effects must be properly
considered to obtain a reduced AoI metric.

When attempting to improve the freshness of the status
update, there will be a trade-off mechanism between an
increased rate of transmission and the channel effect. To
illustrate, let us consider to increase the rate of transmission.
Accordingly, this will be in favor of an increasing rate
of packet arrivals (and consequently a reduced latency),
but also a non-desirable increased rate of packet dropping
because of the impact of ISI, which in turn will degrade
the status about the source update. In this regard, the AoI
metrics will account for this balance provided it will jointly
capture the rate of emissions and the impact of delay and
errors produced by the channel. These metrics will allow
deriving the optimal rate of transmission to have updates
as fresh as possible.

k=1

t

k=2 k=1

Ts+Td Ts+2Td Ts+Td

Figure 4: Illustration how to compute the average PAoI.

3.4. Average PAoI for MC Channels
We now compute the average PAoI metric regarding

the system model depicted in Figure 1. We will assume
that packets are transmitted periodically with the time
symbol Ts (deterministic) through a time-invariant channel
with constant propagation delay Td. We assume that the
propagation delay will be given by the time according to the
maximum probability for a molecule to impact the receiver
(pulse peak time [59]), i.e., when phit(d, t) in Equation (1)
is maximum, yielding

Td =
(d− r)2

6D
. (18)

The value of Td becomes certain when considering the emis-
sion of large number of molecules. Following the solution
to the Fick’s second law, the received concentration-peak
will be perceived after Td seconds as given in Equation (18)
[13]. Additionally, we assume a perfectly synchronized
system, where the receiver will sample the concentration
of molecules on each symbol time-interval according to
tk = kTs + Td, where k ∈ {0, 1, 2, . . . }.

When received, packets may be corrupted due to the
noise and interference in the channel. In such a case,
the information concerning this packet is discarded as it
does not provide a meaningful status about the source.
When two consecutive packets arrive successfully, then their
corresponding PAoI will be directly given by a deterministic
quantity as Ai = Ts+Td. However, when the second packet
is corrupted but the third one is successfully received, then
their corresponding peak will be given by Ai = Ts + 2Td,
as depicted in Figure 4. In general, when the next (k − 1)
packets are corrupted but the k-th is successfully received,
then

An = Ts + kTd, (19)

for k > 0. Furthermore, provided that errors will occur
randomly, then An will be a random variable regarding
the natural integer k > 0. That is, the value of k = 1 will
correspond to two consecutive packets successfully received,
k = 2 to the case of not the second but to the third one
successfully received, and so on. By this approach, the
average PAoI will be given after obtaining the average of
the random variable k as

∆(p) = E[An] = Ts + E[k]Td. (20)

The value of E[k] in Equation (20) can be computed by
recalling the negative binomial distribution as follows [24].
Taking into account a succession of n Bernoulli trials, as-
suming equal probability of successful packet detection
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pd = 1 − pe, then the probability that the r-th success
occurs at a given trial number (r + l) can be evaluated
through the negative binomial distribution as [24]

f(l; r, pd) =

(
−r

l

)
prd(pd − 1)l. (21)

with the expected value

E[l] =
∞∑
l=0

l

(
−r

l

)
prd(pd − 1)l = r

1− pd
pd

. (22)

By using this distribution, we can compute the correspond-
ing expected value for k assuming a constant value of pd.
Although pd will be dependent on the transmitted sequence,
as discussed in Section 3.2, we can consider the worst-case
scenario for the larger ISI (all the previous symbols with
the larger concentration), or consider the mean value of the
transmitted sequence s[i], which is constant for stationary
sources.

To evaluate the expected value for k, we depart from a
packet successfully received considering that k represents
the gap size between two successfully received packets, as
depicted in Figure 4. Then, the probability to find the
next successfully packet, at any arbitrary index k, can be
obtained by evaluating Equation (21) for r = 1 (next first
success) at the trial number (r+l)|l=k−1. Then, considering
the formula for the expected value of the distribution in
Equation (22) and considering that k = l+1, the expected
value for k will be given as

E[k] = 1 +
1− pd
pd

. (23)

Finally, after replacing Equation (23) in Equation (20), we
obtain the desired formula for the average PAoI as

∆(p) = E[An] = Ts +
1

pd
Td, (24)

or equivalently, in terms of the error probability (pe), as

∆(p) = E[An] = Ts +
1

1− pe
Td, (25)

Considering the derived relation in Equation (25), a
system with a perfect packet reception (pe = 0) will exhibit
a minimum age corresponding to (Ts+Td) in accordance to
a preliminary ideal system overview, i.e., in the absence of
errors, when a packet arrives, then the previously received
packet will be already aged by the time elapsed in between
both (given by Ts) plus the propagation delay (Td). On the
other hand, considering the impact of errors, the relation
in Equation (25) will exhibit a counteract-mechanism when
trying to reduce the expected PAoI by reducing the time
symbol value Ts. When the value of Ts is reduced, the first
term in Equation (25) is correspondingly diminished (the
desired effect), but the pe value will be increased as well
due to the impact of ISI, and thus the second term will be
increased (non-desired effect).
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Figure 5: Average PAoI.

This trade-off between the rate of transmission and
performance, jointly captured by the AoI metric, can be
optimally solved when stating an optimal problem formula-
tion. This topic will be further discussed in the following.

3.5. Optimal Transmission Rate for Minimal Average PAoI
Considering the computed average PAoI (cf. Equa-

tion (20)), the optimal trade-off between a reduced symbol
time Ts and the counteract mechanism of increased pe can
be stated as (assuming that pe is time-independent)

∆
(p)
min = min

Ts
Ts +

1

1− pe(Ts)
Td, (26)

where the relation between pe and Ts have been declared ex-
plicitly. That is, ∆(p)

min will provide the minimum achievable
PAoI after optimally determining Ts.

Based on a K-bit memory receiver implementation, a
closed-form expression as a solution to the optimization
problem formulation in Equation (26) cannot be derived.
The variable Ts is not only a linear term but also the
argument of an exponential function, as expressed by the
incomplete gamma function for the relation in Equation (13)
when evaluating the error probability term. Instead, the
solution to Equation (26) must be solved numerically.

As an illustration, Figure 5 depicts the objective func-
tion for the zero-bit memory receiver using the system
parameters described in Table 1. The threshold is approxi-
mated as [48]

τ =
C0

ln

(
1 + C0∑L

i=1
Ci
2 +λ0Ts

) , (27)

for the worst-case scenario when the transmitted sequence
is given by all ones as si = 1, and the coefficients Ci

are computed as indicated in Equation (14). The error
probability is computed as described in Equation (12) for
K = 0, after replacing the value of τ in Equation (13).
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Parameter Value

Diffusion coefficient D 426.5 µm2/s
Background noise per unit time λ0 100 s−1

Distance d 5 µm
Receiver radius r 45 nm
Channel length L 5

Table 1: System parameters (derived from [48]).

In this specific example, here we consider the emission of
binary symbols, thus packets will be comprised by one-
bit only. Additionally, we have considered the worst-case
scenario for the larger ISI

The curve in Figure 5 depicts a concave function of
the time symbol (Ts) as a result of evaluating the objec-
tive function in Equation (26) by using the parameters in
Table 1. It becomes apparent that the last term in Equa-
tion (25) will be dominant for small values of Ts, where the
impact of errors will introduce the larger age. For larger
values of Ts, the average PAoI will asymptotically behave
as (Ts + Td), where the impact of latency will produce the
increased age. In between these two asymptotic behaviors,
the minimum average PAoI will be located, which in turn
will provide the optimum balance to account for a timely
updated system. Here we consider that latency is intro-
duced by the propagation delay plus the time it takes to
send a new symbol through Ts, the delay introduced for
decoding is assumed negligible considering the reception of
binary symbols.

4. Simulation Results

In this section, we illustrate the agreement between the
theoretical formulation and simulation results. We also
evaluate the impact of the varying propagation distance
between the transmitter and the receiver, the radius of the
receiver, and the diffusion coefficient as well. Regarding the
theoretical formulation, we solve the problem formulation
in Equation (26) numerically by an exhaustive search plan.

Simulation results are derived for a total number of 104
transmitted symbols when implementing the system model
represented in Figure 2 d). Then, after comparing the
output sequence with the threshold level in Equation (27),
we estimate the transmitted sequence of ones and zeros. We
determine the errors by directly comparing the estimated
sequence with the transmitted one. The error detection is
then used to compute the average PAoI to illustrate the
numerical evaluation. Theoretical and simulation results
are derived for the parameters given in Table 1.

We evaluate the PAoI sequence An in Equation (15) af-
ter properly obtaining the value of k as follows: Whenever
an error is detected, the value of k is increased, otherwise
k = 1. Then, the average PAoI is computed by averaging
the obtained sequence of peaks. The results are shown in
Figure 6, where the theoretical formula derived in Equa-
tion (25) agrees with the simulated curve. The figure also
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Figure 6: Simulated and theoretical average PAoI when the receiver
radius is r = 45nm, the propagation distance is d = 5µm, and the
diffusion coefficient is D = 426.5µm2/s.
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Figure 7: Average PAoI for a) varying propagation distance when
the receiver radius is r = 45nm, and b) for a varying receiver radius
when d = 5 µm. The diffusion coefficient is D = 426.5µm2/s.

exhibits the trade-off between the produced errors by ISI
(due to a reduced symbol time) and the increased infor-
mation age because of the increased latency. The local
minimum will provide the optimal selection regarding the
value of Ts to implement a system as fresh as possible.

Figure 7 shows the simulation results accounting for
a varying distance and received radius in a) and b), re-
spectively. The minimum average PAoI is decremented
whenever the propagation distance is reduced or the re-
ceiver radius is increased. The less the propagation distance
or the greater the receiver radius, the lower are the errors
in detecting the transmitted symbols due to an increased
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concentration of molecules on the receiver side. This, in
turn, will imply a reduction in the average PAoI to get
close to the optimal performance (depicted with dotted
lines).

However, considering the curves in Figure 7 the result-
ing impact in the average PAoI will be more noticeable
regarding the variation of r than d. To provide a metric
regarding the impact of d and r in the resulting aver-
age PAoI, we consider the mean curvature of both curves
in Figure 7. We compute numerically the curvature as
k = 1

b−a

∫ b

a
k(x)dx, where k(x) = f ′′(x)

(1+f ′2(x))3/2
, and f(x)

represents the given curve. Considering that the curvature
will measure the amount of which f(x) will deviate from a
straight line, it will provide a metric of variability of f(x)
with the variation of x. The larger the mean curvature, the
larger the impact of the independent variable x regarding
f(x) will be.

By this procedure, the mean curvature of the average
PAoI is 4.834 10−6 and 6.078 10−5 for the propagation
distance d and the receiver radius r, respectively. That
is, by this metric the impact of the receiver radius will be
higher than the propagation distance (ten times larger).
The freshness of the system is more rapidly improved by
varying the receiver radius than by varying the propagation
distance.

Figure 8 a) depicts the numerical solution for the op-
timal symbol time Ts regarding a varying propagation
distance d and Figure 8 b) shows the results for a vary-
ing receiver radius r. To have an optimally fresh system
in favor of the best balance between the impact of ISI
and latency, the value of Ts must be increased with d and
decreased with r. The optimum solution for the varying
propagation distance (graph in a)) exhibits an exponen-
tial behavior as aeb·d, where a = 8.6 · 10−5, b = 9.7 · 104,
with a root mean square error equals to 2.3 10−4. On the
other hand, the optimal solution for the varying receiver
radius (graph in b)) follows a two-terms exponential func-
tion as

∑2
i=1 aie

bi·d, where a1 = 3.1 · 10−4, a2 = 1 · 10−4,
b1 = −6.9 · 107, and b2 = −1.8 · 10−6, with a root mean
square error equal to 1.6 10−5.

To illustrate the impact of the molecule interactions
with the propagation medium, Figure 9 depicts the obtained
average PAoI regarding a few diffusion coefficients. A higher
diffusion coefficient will imply that the given particle will
displace larger distances due to its reduced size (assuming
a constant viscosity and system temperature) in favor of
the timely system update. For instance, insulin in water
(D = 150µm2/s) will exhibit a lower average PAoI than a
bigger particle like albumin in water (D = 69 µm2/s3) or
even bigger like a magnetic particle (D = 4.53 µm2/s) [55].

3Search BioNumbers – The Database of Useful Biological Numbers,
https://bionumbers.hms.harvard.edu/search.aspx
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Figure 8: Optimal symbol-period Ts for a) varying propagation
distance when the receiver radius is r = 45nm, and b) for a varying
receiver radius when d = 5µm. The diffusion coefficient is D =
426.5µm2/s.

5. Open Research Issues

Considering the concept of AoI and its corresponding
metrics to account for the system status updates, its ap-
plication to MC will identify a variety of open directions.
Some research topics can be defined in parallel to the re-
ported conventional electromagnetism-based systems, some
others can be newly stated regarding the specifics of MC
communication systems. In this section we summarize some
open problems with relevance to future research relying on
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Figure 9: Average PAoI with varying diffusion coefficient when d =
5 µm and r = 45nm.
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the AoI concept.

5.1. Accurately Computing the AoI
The average PAoI metric – as derived in Equation (25)

– assumes that the errors produced by the impact of ISI
are independent regarding the transmitted sequence status.
Although it is valuable to study the impact of worst-case
scenarios or the average system behavior, their accurate
derivation is still to be obtained. In this direction, the
Stochastic Hybrid System (SHS) [57] approach could be
used to compute the AoI metrics, where the corresponding
Markov-chain transition probabilities may account for the
sequence transmission status.

5.2. System Utilization
To provide a metric regarding the system utilization,

the ratio between the transmission and server rates must
be computed. Considering the system model described in
this paper, where the given MC system is not comprised
by queues, the reception, and transmission of packets will
be deterministically handled and the rate of service will be
upper-bounded by the equivalent system bandwidth. In
this case, the randomness will be given by the discarded
packets due to errors produced in the MC channels. The
equivalent system bandwidth can be derived by considering
the reported models in [45, 12], where the channel response,
as well as the transmitter and receiver implementations, are
jointly addressed. However, when considering channels with
memory, where the channel response will be dependent on
previous emissions (i.e., modeled by the channel coefficients
hi in Figure 2), then the rate of transmission will become
part of the computation.

5.3. Transmission Medium
In addition to the free-diffusion medium, several other

mechanisms have been reported to provide communica-
tion means. Self-powered systems like molecular-motor,
diffusion with the flow, microfluidic MC, and reaction chan-
nels are examples of the variety of supporting communi-
cation mechanisms in addition to the simple case of free-
diffusion [35]. These different MC channels will introduce
their own restrictions and particularities that will impact
the communication performance. For instance, in the re-
action channels, the emitted molecules may be degraded
because they will chemically react with other molecules
in the channel [12], which in turn will imply a reduced
total number of molecules and additional noise in the chan-
nel. The dynamic of such mechanisms will impact the
aging regarding the status updates. As another example,
in flow-based systems such as the cardio vascular system,
the flow dynamics will further impact the transmission dy-
namics [16]. The evaluation of the MC metrics accounts for
the optimal use of the available communication resources
regarding these different communication channels.

5.4. Information-Theoretic Approach
AoI and mutual information are linked concepts to ac-

count for “information aging” [53]. By this approach, the
freshness of received samples will be given by the infor-
mation they carry about current emissions in the source.
Analytically, a given received sample will be aged as long
as its conditional entropy (regarding the emitted symbol)
increases, i.e., the received packet is less able to predict
emissions on the source. Considering the body of works
already reported for the derived mutual information in
MC channels [4, 26], their extension to analyze informa-
tion aging through the lens of the AoI concept can also be
handled.

5.5. Dissemination of the CSI
Typically, the receiver settings to optimize performance

depend on the previous knowledge about the channel state
information (CSI). For instance, the threshold level can
be optimally settled to avoid the impact of ISI when im-
plementing sampling-based detectors [36]. Considering
the highly time-varying behavior of MC channels, timely
updates about the channel condition will be of major impor-
tance to implement optimal receivers, and minimum-aged
information systems. The obtaining of AoI metrics con-
cerning the CSI status and their impact on the system
performance would help to provide further insights.

5.6. Mobile Environments
Mobile environments are considered for non-static po-

sitions regarding the transmitter and the receiver. To
account for the optimal reception in such a dynamic envi-
ronment, some reported solutions reconstruct the CSI on
each symbol interval [1, 11] or they implement an adaptive
threshold mechanism to adjust the system parameters dy-
namically [50]. The impact of the movement of nodes in
the rate of updates regarding the dynamics of movement
can be analyzed from the perspective of the AoI concept.

5.7. Feedback Channels
Feedback channels are typically employed as a flow con-

trol mechanism to dynamically regulate the transmission
rate and avoid buffer saturation, for instance, [42]. Besides,
in some applications, when packets are received with er-
rors, those must be retransmitted under some policies by
implementing a feedback mechanism to the source. The
delay introduced by feedback channels and their reliability
should be considered when minimizing the AoI.

5.8. Thermodynamic Limits
Considering MC and living cells as communication sys-

tems, there is a thermodynamic limit regarding the unit of
information represented by the communication scheme [7].
Inherently, the constituting elements of MC systems will
establish a lower bound on the energy-per-bit to establish
communication at a given distance and with the specifics
of the MC channels [2, 18]. Additionally, considering that
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AoI and information are connected concepts, a theoretical
study concerning the thermodynamic of the represented
unit of information can be extended to the thermodynamic
limit to achieve a certain level regarding the freshness of
information.

5.9. System Complexity
Because of the reduced available resources of nanoma-

chine devices, it is imperative to implement systems of
reduced complexity [35]. For instance, the mechanisms to
protect data against the channel noise (error-correcting
codes) must be as simple as possible. However, such re-
duced complex mechanisms will be less robust to the MC
channel effects, which in turn will imply a degraded recep-
tion process, and consequently a resulting increase of the
AoI metric. A proper balance between the system complex-
ity and robustness can be achieved by means of the AoI
metrics. In addition, the achievable bounds regarding the
freshness of status updates in terms of the complexity of
such mechanisms can be analyzed as well.

5.10. Simulation Environments
Simulation environments will account for more realistic

scenarios than those considered by the theoretical formula-
tion. For instance, sedimentation, geometry, or obstacles
can be effectively included to account for a realistic commu-
nication link. Better modeling, regarding the AoI evolution,
can be derived to compute corresponding metrics supported
by the simulation environment. In addition, the AoI met-
rics can also be included in the resulting performance for
the simulation environment to account for the freshness
of the given systems. Specifically, when accounting for
MC-networks, the simulation tools can overcome the the-
oretical complexity when computing their corresponding
AoI metric.

6. Conclusion

Information aging concepts are required for the design
of timely updated communication systems. In this regard,
the use of age of information (AoI) metrics plays a major
role. For the first time, we introduce the concept of AoI
for analyzing and designing the status update in nanonet-
works, where nanodevices cooperate by exchanging data
over molecular communication (MC) channels. We have
introduced this concept to reveal the counter-acting mech-
anism when implementing an optimally fresh MC channel.
We particularly focused on the peak age of information
(PAoI), which describes the maximum AoI on a per-packet
basis. The resulting trade-off between latency and ISI helps
studying the optimal solution for the system utilization. We
also validated the derived analytical expressions by means
of simulation. Although considered for a point-to-point
connection, this first approach can be further extended to
multi-hop nanonetworks to optimize their performance re-
garding fresh status updates. In this direction, we outlined

several open research problems that need to be addressed
to further apply the AoI concept.
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