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Abstract

Nanodevices are the focus of research enhancing the detection and treatment of diseases in the human body. Focusing
on the scenario where nanosensors are flowing with the blood in the human circulatory system (HCS), in this work, we
investigate a model to predict their distribution along the various vessel segments. Although various approaches report
solutions for localizing nanosensors in the body, it is also relevant to derive their stationary distribution along the vessel
segments as a prior step to assess their actuation and sensing capabilities in the body. We use a Markov chain formulation
to derive the stationary distribution of nanosensors. We evaluate the transition probabilities relying on the representation
of vessels with electric circuit components. We implement the electric circuit representation of the left ventricle in the
heart and the arteries to find the blood flow at vessel bifurcations and then compute the Markov chain probabilities. Our
system also allows to reveal the dynamics of the movement of nanosensors during human activity. We illustrate results in
two regimes as low and high activity to mimic the case when being at rest or doing sports.

Keywords: Human Circulatory System, Electric Circuit Simulator, Localization, Blood Pressure, Nanosensors,
Nanosensor Flow

1. Introduction

Research on precision medicine solutions is, among
others, focusing on nanotechnology [1]. Nanosensors are
assumed to detect small concentrations of biomarkers and
trigger alerts in the early stages of potential diseases. A
key to success is the ability to predict nanosensor locations
due to their limited technical sensing capabilities.

In this work, we estimate the concentration level of
nanosensors along the various body regions when they are
moving within the blood flow. Blood vessels provide a net-
work where flowing nanosensors may passively reach various
body regions and detect abnormalities, e.g., cancer cells
[2, 3, 4]. Yet, estimating the total number of nanosensors
along the various vessel segments is a challenging endeavor
due to the random paths each individual nanosensor takes.

Driven by the blood flow, the exact location of nanosen-
sors in vessels remains a challenging problem due to the
non-predictable paths through arteries, capillaries, and
veins. Jumps at bifurcations occur randomly, resulting in
a random process of the path trajectory of nanosensors in
the vessels. Recent research addresses this issue through
the use of anchor nodes and the exchange of a reference
coordinate location using wireless technology [5, 6], or cal-
culating the distance to reference anchor nodes through
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hop-count metrics in the received messages [7, 8]. In a dif-
ferent approach, machine learning (ML) methods have been
applied to leverage the traveling time of the nanosensor as
an indicator of the path circuit in the body [9].

Despite the various approaches for self-localizing nodes
in the body, it is also relevant to derive their stationary
distribution while flowing in the human circulatory sys-
tem (HCS). The stationary distribution will provide the
concentration level of nanosensors along the vessel seg-
ments. Estimating this distribution becomes critical later
to assess their clustering formation capabilities, ultimately
defining their sensing and actuating performance. Due
to the limited resources of individual nanosensors, they
must actuate in clusters to enhance sensing and actuation
capabilities [10].

In this work, we follow our previous methodology in
[11, 12], where the HCS is modeled through a Markov
chain, and its transition matrix is evaluated relying on the
electric circuit representation of the vessels. For the electric
circuit, we reuse the complete design for the arteries by
Noordergraaf et al. [13], which accurately represent the
main arteries for a standard person of height 1.75m and
weight of 75 kg (see [14]). Extending this solution, in this
paper, we include an electric circuit component for the left
ventricle replicating the blood pressure produced by the
heart at the mitral valve. The design for the left ventricle
follows the work by Rideout [15], where the pressure and
blood flow match close to standard physiological parame-
ters. The mixed synthesis of both circuits, for the heart
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Figure 1: Electric-circuit representation in the arteries.

and the arteries, allows for flexibly simulating the pressure
and flow with the heart rate.

Using the electric circuit design, we evaluate the sta-
tionary distribution of nanosensors applying the two-step
model in Fig. 1. In the first step, the flow in the vessel
segments is computed directly from the currents in the
electric circuit. In the second step, the transition proba-
bilities of the Markov chain are computed based on the
ratios of these flows. In this way, the Markov model results
equivalent to the electric circuit to estimate the position
of the nanosensor with time. Based on the Markov chain
representation, it is then possible to predict the stationary
distribution of nanosensors along the vessels.

Using the methodology in Fig. 1, we can also asses par-
ticular individuals whenever the electric circuit parameters
are properly tuned. Although the electric circuit design
we use from Noordergraaf et al. [13] refers to a prototype
individual, the circuit can be re-synthetized with the ves-
sel’s physiological parameters such as the radius, thickness,
and length. With such a design, this methodology finds
applicability to assess the nanosensor capabilities to detect
and actuate on targets in particular individuals.

The main contributions of our paper can be summarized
as follows:

• We implement a more complete representation of
the HCS merging the electric design for the veins
in [13] with the electric circuit for the left ventricle
as in [15]. Including the design for the heart allows
for illustration of the impact of human activity in
the nanosensor distribution, i.e., low or high activity
regimes.

• We characterize the HCS in the frequency domain,
allowing us to visualize the dependency of the blood
pressure with the heart frequency and along various
vessel segments. Such a dependency allows also visu-
alizing frequency ranges where the flow of nanosensors
is favored.

• We derive results for the stationary distribution of
nanosensors in the vessels with the activity. Specifi-
cally, we illustrate results when the person is at rest
or in a very active regime, like doing sport.

The rest of our paper is structured as follows. Section 2
discusses relevant research on localizing nanosensors and
the use of electric-circuit designs with Markov models to
estimate their distribution along the vessel segments. Sec-
tion 3 introduces the electric circuit implementation for
the heart and the arteries. We also illustrate partial results
accounting for the pressure and flows with the heart rate.
Section 4 provides the theoretical framework to evaluate
the stationary distribution of nanosensors with the blood
flow as reported by the electric circuit design. Section 5
illustrates the results of applying the Markov model for
transition probabilities, nanosensor pathways, and location.
Finally, Section 6 concludes the paper.

2. Related Work

Various papers address the localization of nanosensors
inside the human body based on a coordinate reference sys-
tem. Coordinates in the nano-scale often rely on proximity-
based or geometrical approaches [16]. In the proximity-
based approach, reference coordinates are, for example,
provided by near-field inductive coupling mechanism [17] or
graphene-based technologies between anchor nodes (located
in the surface of the skin) and the flowing nanosensors [6].
Nanosensors getting their coordinates from anchor nodes
become virtual reference nodes for other nodes navigating
deeper inside the body.

Geometrical approaches perform localization upon sig-
nal features like received signal strength (RSS), angle of
arrival (AoA), and time of flight (ToF) [16], or using a
hop counting mechanism [18, 19]. Considering the lim-
ited computational capabilities of nanosensors, Lemic et al.
[16] proposes using the two-way ToF, avoiding implement-
ing synchronization mechanisms. The ToF is computed
based on the time stamps of the transmitted and reflected
signals from a destination node. Furthermore, Wake-up
Radio (WuR)-based solutions are included to save the lim-
ited energy capacities of nanosensors [5]. Zhou et al. [7]
propose to localize sensors by estimating the distance using
the RSS, i.e., the amplitude of the received signal.

Using the hop count mechanisms, nodes evaluate their
distance to known-location reference nodes by counting
the number of hops a packet traveled before reception [19].
Non-anchor nodes increase the hop count of packets (inte-
ger value) upon reception before retransmission. Further
enhancing localization capabilities, Stelzner and Traupe
[18] suggest to include three gateways for three independent
hop counts, located in the two shoulders and in one of the
two hips.

In a different approach, in our previous work, we re-
searched the stationary distribution of nanosensors in the
human body [11, 20]. Due to the regular flow of blood, the
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amount of nanosensors per vessel segment is expected to
remain constant, irrespective of the individual nanosensor’s
location. We derive such distribution when modeling the
flow of nanosensors with a Markov chain [11]. The tran-
sition matrix is obtained using the Markov chain circuit
representation. Based on this representation, we interpret
the parameters of the circuit representation with the blood
flow at vessels’ bifurcations and use the electric circuit rep-
resentation of the HCS to obtain the corresponding values
of flows [20].

The electric circuit representation of the human vessels
is conceived as 0-D models [21, 22, 13], providing the av-
erage flow and pressure (over the geometric coordinates
of vessels), while significantly reducing computational re-
sources. The variable time evolution of pressure and flow
per vessel segment is readily given as voltages and currents.
Electric components and physiological parameters are inter-
related as the resistor to model the resistance produced by
the blood viscosity, capacitors to the compliance of vessels,
and inductors to the inertia of the blood.

In the literature, reported electric models for the HCS
focus on the heart. When modeling the heart, the sys-
temic circulation is simplified to only one network. When
modeling the arteries, they are implemented as a cascade
connection of L and Π two-ports networks [22, 23, 13].
Since early work by Snyder and Rideout [24], Rideout [15],
only a few works tried modeling the HCS as a complete con-
nection of arteries, capillaries, and veins. The work in [15]
provides a complete representation of the HCS, but the
model lacks to implement the arms. The legs are analyzed
as a single network, thereby providing fewer details.

In this work, we extend our previous contribution in [12]
including an electric circuit model for the heart. For the
first time, the electric circuit allows adjusting the heart
frequency and modeling different activities flexibly. For
instance, when the body is at rest with lower frequency
rates, or when practicing sports with higher rates. The
complete design results from integrating the arteries model
from [13] with the heart model from [15].

3. Electric Circuit Design for Heart and Arteries

The electric circuit implementation consists of two parts:
the left ventricle of the heart and the arteries, arterioles,
and capillaries. We integrate both circuits using the heart
design as a stimulus for the arterial design. In the follow-
ing, we provide details on their synthesis, analysis, and
integration between the two circuits. The circuit is realized
in Simulink/Matlab® using resistors, inductors, capacitors,
and diodes from the Simscape library. We made the com-
plete design publicly available, which provides the pressure
and blood flow along the various vessel segments. 1

1The design for the electric circuit rep-
resentation of the HCS is accessible in
https://www.mathworks.com/matlabcentral/fileexchange/109935-
electric-circuit-representation-of-the-human-arteries

3.1. Electric circuit design for the heart
The electric circuit design for the left ventricle in the

heart follows the scheme in Fig. 2 as described in [15, Fig.
4.2.1 pag. 79]. The model integrates the left ventricle
and the systemic circulation comprising all the arteries,
capillaries, and veins as a T-topology (RSA, CCA, and RCA).
It operates with two fixed voltage sources representing
the atrial and the central venous pressures, PAT and PSV,
respectively.

As for the left ventricle, the variable capacitor C recre-
ates the diastole and systole periods in the heart. During
systole, the capacitor has the highest capacitance – un-
der the highest flexibility of muscles and blood volume in
the ventricle (as it fills-in with oxygenated blood from the
lungs). Diastole is modeled with the lowest capacitor value
– this is when blood is pumped out to the arteries, and the
ventricle volume becomes lower. The variable capacitance
is implemented with a clipped sine wave of amplitude 1

SLD

for the diastole, and a constant value for the systole as 1
SLS

.
The two diodes, MV and AV, model the opening and closing
of the mitral and ventricle valves, respectively.

The circuit provides the ventricular pressure and vol-
ume as depicted in Fig. 2 a) and uses the parameters given
in Table 1 in centimetre–gram–second system (CGS) units.
With a heart period of 75 beats/min, the amplitude of
peaks results in 105mmHg during systole, while the vol-
ume of the ventricle raises from 50mL to 130mL during
diastole. These resulting values are standard hemodynamic
parameters for the left ventricle in the heart (see [25, Fig.
9.8 pag. 118]). Besides, the cardiac cycle in Fig. 2 b)
depicts the standard counter-clockwise loop dependency
between the ventricular pressure and the volume. With
low pressure, the volumes rise due to the fill-in of blood
when the mitral valve opens during diastole. The process
happens until the volume starts decreasing again and the
ventricular pressure increases to pump blood to the arteries
when the arterial valve is open.

Furthermore, this circuit allows the flexible generation
of ventricle pressures for various cardiac activities. For the
purpose of illustration, we depict in Fig. 3 the frequency
heart range of a male individual of height 1.68m, 38 years
old, and weight of 81 kg. These readings were conducted
with the Samsung Health app for eleven months. For
this specific individual, the heart frequency can be around
75 beats/min in a low activity regime (when being at rest);
however, for a very active regime (when doing sports), the
heart frequency increases above the 150 beats/min. These
activities can be emulated when directly tuning the fre-
quency heart in the circuit design with the capacitor value.
This circuit introduces the flexibility to model different
regime activities to evaluate pressure and flows along the
vessel segments. 2

2Although we do not discuss here, we also remark that the electric
circuit model can also be used to flexibly model the variability for
other physiological parameters like vessel dilation, for instance. The
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Figure 2: Electric circuit for the heart [15] and output blood flow, pressure and cardiac cycle in the left ventricle.

Parameter Variable Value

H
em

od
yn

am
ic

Diastole stiffness SLD 75 gm/cm2/s2

Systole stiffness SLS 2500 gm/cm2/s2

Atrial Pressure PAT 6mmHg

Venous Pressure PSV 3mmHg

Diastolic period TD 0.5 s

Systolic period TS 0.3 s

Heart rate fheart 75 beats/min

E
le

ct
ri

c

Mitral valve re-
sistance

RAT 8 g/cm4/sec

Aorta
impedance

RSA 200 g/cm4/sec

Sistemic circula-
tion resistance

RCA 1250 g/cm4/sec

Sistemic circula-
tion compliance

CCA 0.0022 cm4sec2/g

Table 1: Parameters of the electric circuit model for the
heart [15]. Units are given in the CGS system, where the
values of resistances and capacitors are related to g, cm,
and sec.

value of the resistors, to model the vessel radius, and capacitors for
their elasticity, can be parameterized as a function of other variables
like the body temperature to later model the impact on the blood
flow and pressure.
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Figure 3: Illustration of the frequency rate, along eleventh
months, for one specific male individual of height 1.68m
and 81 kg. The plot exhibits two different regimes: low ac-
tivity regime where 35 beats/min < fheart < 70 beats/min,
and very active regime (doing sport) where
150 beats/min < fheart < 210 beats/min.

3.2. Electric circuit design for the arteries
We implement the electric circuit for the major arteries

following the design provided by Noordergraaf et al. [13].
Fig. 4 illustrates the connection of blocks in the center
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body where each aorta segment is implemented with the
cascade connection of blocks denoted as RLC_x. Each block
comprises an L-inverted topology, consisting of the series
connection of a resistor and an inductor, with the shunt
connection of a capacitor. The resistor, inductor, and
capacitor simulate the resistance to the blood flow, the
blood’s inertia, and the vessel’s compliance, respectively,
according to the specific segment in the aorta. Given a
vessel segment of length ∆l, radius Rv, and vessel thickness
h, the electric circuit components can be computed as [15]

R =
8πµ∆l

πR2
v

, L =
9ρ∆l

4πR2
v

, C =
3πR3

v∆l

2Eh
, (1)

where µ is the blood viscosity, ρ is the blood density, and
E is the Young’s bulk modulus of elasticity.

We also include diodes to guide the flow from arteries
to the next segments in the same way the blood flows in
the vessels. Due to the reactance of the capacitors and
inductors, a flow back may be experienced due to the
stored energy in these circuits. In total, we implemented
128 blocks to complete the representation of the arteries in
the head, center body, arms, and legs.

Finally, to reproduce the signal from the heart, we
integrate this circuit to the scheme derived by Rideout
[15] (see Fig. 2), avoiding introducing loads. We combine
the two designs in the same canvas using the ventricle
pressure as an independent voltage source with the circuit
of Noordergraaf et al. [13].

3.3. Analysis and validation of the electric circuit design
We analyze the circuit behavior in the frequency domain,

obtaining the transfer function per block. The transfer
function for each block is directly given as

Hi(s) =
1

sCi
||ZL,i

Ri + Lis+
1

sCi
||ZL,i

, (2)

in the complex frequency (s) domain [26]. This transfer
function includes not only the circuit elements of the given
vessel segments (as Ri, Li, Ci), but also the loading effect
from the next blocks, here denoted as ZL,i. As depicted in
Fig. 5, the load impedance will be in parallel to the shunt
capacitor at block i, denoted as the || operator. Besides,
the load encompasses one of the following arrangements
(cf. Fig. 4):

i) a termination resistance (e.g., R_64);
ii) the input impedance of a single circuit block k, Zin,k,

modeling a different vessel segment; or
iii) the equivalent impedance of the parallel connection of

several blocks k1, . . . , kn, i.e., Zin,k,1|| . . . ||Zin,k,n.

where ZL is determined using the same procedure as in [20].
To compute the load impedance, we represent each block
through its transmission matrix Ti as [27]

Ti =

[
1− ω2 Ci Li + jω Ci Ri Ri + jωLi

jω Ci 1

]
, (3)

from which we can obtain the input impedance as [28]

Zin,i =
Ti(1, 2) + Ti(1, 2)ZL,i

Ti(2, 2) + Ti(2, 1)ZL,i
(4)

where ω = 2πf is the angular frequency, f is the linear
frequency, and j is the imaginary unit.

Using the relation in Eq. (4), we can recursively com-
pute the output impedance for each block as it is equal to
the input impedance of the next one, i.e., ZL,i = Zin,i−1.
Starting at the terminator resistances, the input impedance
from each block is computed iteratively. To illustrate, Fig. 6
depicts the frequency response amplitude for vessel seg-
ments corresponding to head, hands, and feet in the heart
frequency range 30 − 220 beats/min. We also highlight
regions where the person is at a low or high activity regime.
We compute the frequency response after multiplying those
from individual blocks along the path. As expected, the
circuit increases the frequency response amplitude in the
high-activity regime, thereby increasing the perceived pres-
sure at the head, hands, and feet. Besides, the circuit
exhibits a local maximum in the sport region in favor of a
better flow to the different tissues.

Figures 7 and 8 provide the resulting pressure in the
arms and the legs, those directly derived from the connected
voltage meter when fheart = 75beats/min. In accordance
with the blood pressure behavior at different vessel seg-
ments, see [25, Fig. 14-2 pag. 172], the most considerable
oscillation is derived in the left ventricle (heart), and its
elongation is reduced in the arteries of the arms and legs.
We also remark on the increased amplitude in the large
arteries (e.g., Aorta Carotis) compared to the left ventricle
as typical behavior of the blood pressure in vessels.

We remark that the amplitude of pressure in the left
ventricle is higher than reported in Fig. 7. The lower
amplitude is due to the simulation sampling time we used to
speed up the simulator (10−2 in this case). The amplitude
can be updated when reducing this time or increasing the
atrial pressure (voltage source PAT).

4. Markov Model Representation of HCS

The path trajectory of the flowing nanosensors in the
human circulatory system can be modeled as a transition
between stages, defined in one-to-one correspondence with
the vessel segments. Assuming that transitions at bifurca-
tions (to the next vessel segment in the arteries) happen
randomly and independent of the previously visited vessel,
the traveling path of the nanosensor can be modeled using
a Markov chain approach [29].

Fig. 9 depicts the conceived stages for the Markov model
following the variety of artery segments represented by the
electric circuit design in Section 3. The veins in the Markov
model are included when mirroring the corresponding artery
(due to the symmetry of the human body), except for the
head where the veins are reduced to two out of four, just
for the sake of simplicity. In total, 51 stages represent
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Figure 4: Electric circuit design of the human arteries following the design by Noordergraaf et al. [13].

Block 𝑖

Load

Figure 5: Output interface in the circuit diagram.

arteries, capillaries, and veins, as listed in Table 2. In
contrast to our previous design in [11, Fig. 5], the current
one introduces additional stages accounting for the two
arms and the two legs. A more complete representation
is provided here due to the available model of our circuit
design.

The Markov model is completely defined by its tran-
sition matrix, denoted as Π = {pi,j}, where pi,j are the
transition probabilities. Besides, the stationary distribu-
tion of nanosensors can be directly evaluated when solving
for ν in

ν = νΠ. (5)

That is, the probability of finding a nanosensor s on a
given vessel segment k can be directly computed from the
components of the vector ν as

Ps,k = νk, (6)

based on which we can estimate the concentration of
nanosensors on a given vessel segment as Ps,k ×Ns, where
Ns are the total of nanosensors flowing in the HCS.

Figure 6: Frequency response for different activities, when
resting (35 beats/min < fheart < 70 beats/min) and when
doing sports (150 beats/min < fheart < 210 beats/min).

The relation in Eq. (6) will ultimately depend on the
transition probabilities between states of the Markov model.
To compute those, we rely on the equivalent circuit rep-
resentation of the Markov model comprised of nodes and
oriented loops [30]. To illustrate, Fig. 10 depicts on the left
side the representation of a Markov chain composed of 6
stages. The right side depicts its equivalent representation
with three oriented loops. For the equivalent representa-
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Figure 7: Blood pressure in head and arms for fheart =
75beats/min.

Figure 8: Blood pressure in legs for fheart = 75beats/min.

tion, each stage in the Markov model must be connected
with at least one loop in the circuit model.

In the circuit representation, the oriented loops rep-
resent those closed paths in the Markov model where a
particle might travel. For instance, based on the repre-
sentation in Fig. 10 left, we can define three independent,
oriented loops, all of them intercepting through the nodes
s1, s2, and s3, as represented in the right side of the figure.
The remaining nodes are connected to s1, s2, and s3 in
their corresponding loops with the weights ω1, ω2, and ω3.
According to [30], this equivalent representation is given
by the unique relation between the weighted coefficients
(ω1, ω2, and ω3) along with the loops and the transition
probabilities (pi,j) in the Markov model.

The relation between the transition probabilities pi,j
and coefficients ωj is found as a ratio between the sum
of coefficients connecting the nodes i and j and the sum
of coefficients for all loops that pass through the node i,
see [30]. For instance, if we want to evaluate the transition
probability p1,3 with these coefficients, it yields

p1,3 =
ω1

ω1 + ω2 + ω3
, (7)

as the ratio between the coefficient corresponding to the
loop where the destination s3 is located (ω1 in this case),
and the sum of the coefficients concerning the loops inter-
cepting the departing stage s1 (in this case three loops).

The way these coefficients are sketched (constant along
the loop), together with the circuit topology of this repre-
sentation, let us interpret this coefficient as mesh currents

Markov States Vessel Segment

S1 Right Heart
S2 Lungs
S3 Left Heart
S4 A. Ascendens
S5 Arcus Aorta
S6 A. Anonyma
S7 Head
S8 (S17) A. Subclavia s. (d)
S9 (S18) A. Axillaris s. (d.)
S10 (S19) A.Brachialis s. (d.)
S11 (S20) A. Radialis s. (d.)
S12 (S21) A. Interossea Volaris s. (d.)
S13 (S22) A. Ulnaris s. (d.)
S14 (S23) V. Brachialis s. (d.)
S15 (S24) V. Axillaris s. (d.)
S16 (S25) V. Subclavia s. (d.)
S26 (S27) Jugular Vein s. (d.)
S28 Superior Vena Cava
S29 Thoratica Aorta
S30 Thorax and Back
S31 Abdominal Aorta
S32 Mesenterica Superior
S33 Mesenterica Inferior
S34 Liver
S35 Kidneys
S36 Abdominal Vein
S37 Inferior Vena Cava
S38 (S45) A. Iliaca Communis and Externa s. (d.)
S39 (S46) A. Femoralis Profundis s. (d.)
S40 (47) A. Poplitea s. (d.)
S41 (S48) A. Tibialis Anterior s. (d.)
S42 (S49) A. Tibialis Posterior s. (d.)
S43 (S50) V. Poplitea s. (d.)
S44 (S51) V. Iliaca Communis and Externa s. (d.)

Table 2: Association between stages and vessel segments.

from the electric circuit that simulate the same HCS as the
Markov model does [11]. That is, mesh currents are also
constant along closed-loops [27], and they superpose in the
same way the coefficient does in the circuit representation
of the Markov model. In this way, the transition probability
in Eq. (7) can be computed considering the mesh currents
in the electric circuit representation as

p1,3 =
I1

I1 + I2 + I3
, (8)

when interpreting the coefficients as mesh currents (Ik).
Looking closer to Eq. (8), this evaluation also yields the
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Figure 9: Markov model representation of the human circulatory system.
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Figure 10: Circuit representation of a Markov chain.

ratio of the total of particles traveling to the node S3 and
the sum of all particles at S1. This evaluation agrees with
the intuitive evaluation of the transition probability (Fer-
mat’s definition) as the ratio between the total of successful
events (particles traveling to S3) and the total of events
(total of particles at S1).

Extending this analysis to the original Markov model

in Fig. 9, the transition probability from Arcus Aorta
to Aorta Thoratica can be computed as the ratio of the
output current from s5 to s29, to the input current to s5,
for instance. The same applies to the other bifurcations
as well. Intuitively, this also matches the definition of
probability as a ratio of successful events to total events.
Looking at the corresponding ratio of flows as the total of
particles moving to one branch compared to the total of
particles at the bifurcation, let to interpret it as a metric
of probability.

In this way, the electric circuit for the arteries in Sec-
tion 3 lets us compute the Markov model’s transition prob-
abilities at the bifurcations. Besides, because transitions
in the veins happen with a probability equal to 1, then the
corresponding transition matrix of the Markov model can
also be fully determined 3. According to this methodology,

3We remark that according to the model in Fig. 9, there are two
output veins represented in the head towards the stages S26 and S27.
For the sake of simplicity, here we assume equal probability. However,
a more accurate model can be obtained according to the ratio of flows
from both veins (in this case Carotid and Vertebralis).
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Figure 11: Transition probabilities in the upper body for
fheart = 75beats/min.

the Markov model and the electric circuit will be equivalent
to determining the nanosensor’s position with time. The
nanosensor’s position can be solved in the electric circuit
model with its initial position and the guiding flow along
the various vessel segments. With the Markov chain, the
nanosensor’s position will be fully described with the cor-
responding probabilistic model and evaluate the transition
probabilities with the electric circuit model.

5. Results

We use the circuit in Section 3 to evaluate the transition
probabilities of the Markov model. Similarly to Eq. (8),
we derive the currents per loop and evaluate the corre-
sponding ratios to compute the transition probabilities.
We illustrate results concerning the transition matrix for
the Markov model and its use to predict the concentration
level of nanosensors along the vessels. We also compara-
tively illustrate results with the change of activity, being
at rest when fheart = 75beats/min and doing sport when
fheart = 170 beats/min.

5.1. Transition probabilities
Figures 11 to 13 show the transition probabilities with

time at main bifurcations in the upper, center, and lower
bodies. We compute the transition probabilities directly
evaluating the ratio of corresponding current flows, as
described in Eq. (8), where the flow is measured by current
meters located in the design (e.g., the blocks F_ThA and
F_ThA1 in Fig. 4) and fheart = 75beats/min.

As shown in Fig. 11, transitions are mostly favored
in the direction of the lower body than the upper body.
That is, from the left ventricle (S4) a larger flow follows
to the lower body through the Arcus Aorta (S5), which
is in correspondence to the larger cross-sectional area of
the Thorax Aorta (S31). This result also matches our
previous calculation of transition probabilities in [11, Fig.
7] using the electric circuit design from [24, 15], where the
larger probability is also in the direction of the lower body.
Besides, according to the plots in Fig. 11, most of the time
nanosensors will travel to the head (through Carotis and
Vertebralis) rather than to the arms in the direction of the
Subclavia and the Aorta Axillaris.
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Figure 12: Transition probabilities in the center body for
fheart = 75beats/min.
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Figure 13: Transition probabilities in the lower body for
fheart = 75beats/min.

In the center body (cf. Fig. 12), most of the time,
transitions happen to the kidneys and to the Mesenterica
Superior. Fewer transitions happen to the Mesenterica
Inferior or the legs with time. Besides, accounting for the
lower body (cf. Fig. 13), we remark the less variability
of the transition probabilities with time in the legs when
compared to the upper and lower bodies. This results from
less pressure variability as these body regions are more
distant from the heart. According to these plots, most
of the time nanosensors will travel through the Profundis
Femoris in the legs rather than to the Poplitea or the
Posterior and Anterior Tibialis.

5.2. Distribution of nanosensors in the body
Using the above transition probabilities at the bifur-

cations, we complete the transition matrix of the Markov
model. We average these transition probabilities over time
and set them equal to one for the transition in the veins. In
the case of the output veins from the head, we assume an
equal probability to travel through the Vertebralis or the
Carotis for the sake of simplicity. However, more accurate
values can be derived based on the flows on each vessel.

Fig. 14 illustrates the obtained transition probabilities
for fheart = 75beats/min. To highlight the most probable
transitions, the width of the arrows signifies where the av-
eraged transition probabilities are one, higher, or less than
0.5. As this graph shows, the larger transition probabilities
are obtained at bifurcations to the head, the Mesenterica
superior in the center body, the Femoris Profundis, and
the Tibialis Posterior in the legs.
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Figure 14: Transition probabilities represented by the width of the edges for fheart = 75beats/min.
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Figure 15: Probability for nanosensors to travel along different paths in the HCS. Bars depict when the body is at rest
fheart = 75beats/min and when doing sports fheart = 170 beats/min.

We also illustrate the dynamics of nanosensors when
evaluating their probability to follow a path in the HCS.
We analyze the probability that a nanosensor travels along

different paths as closed loops in the human body. For
instance, traveling to the head is along the closed loop S1
to S5, S6 or S8 to S7, and S26 or S27 to S28. We compute
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𝑓heart = 75 beats/min 𝑓heart = 170 beats/min

Figure 16: Distribution of nanosensors in the HCS when the body is at rest fheart = 75 beats/min and when doing sports
fheart = 170 beats/min.

this probability by multiplying and adding the transition
probabilities accordingly along this path.

Fig. 15 illustrates the probabilities along the different
paths for the two activities. Some paths are more probable
than others in the two regimes. For instance, traveling
through the loops to the head, Mesenterica Superior, or
kidneys results in higher probability when doing sport and
the others when resting. Based on these results, the path
of the nanosensors will be highly dependent on human
activity for most of the body’s loops.

Fig. 16 shows the results for the stationary distribution
of nanosensors in the vessels. The bars’ length indicates the
probability of locating a given nanosensor along with the
vessel’s segments. This figure exhibits a high dependency
on human activity. In the sports regime, the concentration
of nanosensors will increase in the main vessel segments as
arteries, veins in the center body and the legs, and also at
most capillaries.

This figure also shows that the largest probability is
obtained at the Arcus and Thoracic Aorta, the heart, the
Lungs, and the Superior Vena Cava with the two activities.
In this case, the probability is around 0.1 which is close to
the probability derived in our previous work in [11, Fig. 9].
However, in contrast to our previous work, the Superior
Vena Cava exhibits a larger probability than the Inferior
Vena Cava. This is a consequence of the inclusion of the
two arms and the connection of the Thorax capillaries to
the Superior Vena Cava. According to these bars, the less
probability to find a nanosensor is given in the Mesenteric
Inferior and the capillaries in the arms and legs, also for
the two activities regime.

6. Conclusion

This work underlines a practical methodology to pre-
dict the concentration of nanosensors traveling in the blood
flow and describes their dynamics as a stochastic process.
Relying on the Markov model representation of the hu-
man circulatory system (HCS), our methodology employs
a low-complex electric circuit to evaluate the transition
probabilities. In the limit, our Markov model formulation
allows us to compute the nanosensor distribution along the
vessel segments effectively. Besides, the mobility dynamics
of nanosensors can be described by their probability of
traveling along the various loops in the body. In our new
model, the electric circuit design allows a flexible analysis of
the heart frequency, thereby allowing further studies of the
impact of human activity, i.e., different heart rates, on the
concentration levels of nanosensors in the HCS. This model
intends to assist larger designs where knowledge about the
expected location of nanosensors becomes critical to assess
their actuation and sensing capabilities. In future work,
we plan to extend this methodology to evaluate particular
individuals. Although the current design is based on a
prototype subject, it can be adjusted to fit specific vessel
parameters.
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