Minimizing Age of Information on NOMA Communication Schemes for Vehicular Communication Applications
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Abstract—Real-time communication schemes supporting fresh information are of major importance for vehicular networks. In this direction, the Age of Information (AoI) concept is a powerful tool to operate with. Current publications bring equal importance to the AoI of packets in spite of the common case of unequal channel capacity and source entropy between them, this results in reduced user perception of fairness. This report analyses the use of power-domain NOMA to balance the assigned power between nodes to reduce the overall AoI. We verify an improved user perception of fairness in regard to the freshness of information at the destination.

Index Terms—Age of Information (AoI), NOMA, wireless sensor networks (WSN).

I. INTRODUCTION

Age of Information (AoI) becomes an important metric to assess the proper performance on real-time communication systems [1]. Communication system design based on information freshness criteria allows planning resource assignments to optimal reduce the aged updates at the destination point. This criterion is of paramount importance in a wide range of applications such as vehicular, mobile and wireless sensor networks [2]. In this regard, the concept of AoI brings a metric to optimize system performance in terms of maintaining fresher information at the destination point or a remote system.

Specifically, low AoI system behavior is critical for transportation safety applications [3]. For instance, intelligent transportation systems demand to have fresh information avoiding collisions and congestion on the road [4], [5]. Additionally, a variety of solutions are reported to balance freshness and service latency in vehicular networks [6], power minimization [7] or the average system age [8] on vehicular networks.

However, the reported use of AoI, on these applications, is not linked to the restriction imposed by the physical layer. For instance, on the vehicular networks, the information is transmitted through a wireless medium, which in turn introduce restrictions on the rate of transmission and the produced errors.

At the destination, packets will be corrupted and discarded, the freshness of information criteria will be compromised by the impact of the channel.

The concept of AoI have been studied under the effects of errors to consider imperfect packet transmission schemes [9]–[13]. Freshness of information is deteriorated whenever arriving packets are discarded due to corrupted received samples. These papers analyze several transmission and reception policies over unreliable channels (binary symmetric erasure channels) where received messages could be corrupted.

The work in [9] derives closed-form formulas for the AoI based on two policies: the last-come-first-served (LCFS) scheduling and to keep transmitting the most recent packet upon reception by re-transmissions. The study in [10] uses coded updates and a comparative analysis is provided for two policies: transmitting k symbols until k symbols are received (IIR, infinite incremental redundancy), and in case of transmitting k symbols as a packet with n symbols (FR, finite redundancy). Additionally, in [11] a system with randomly generated updates is studied for IIR and FR cases but including ARQ (automatic request) procedure. The paper in [12] employs differential encoding technique to exploit the correlation in the resource messages, then to improve the timeliness performance. Finally, authors in [13] analyses the balance between data protection and timely delivery of collected data through the use of random linear coding.

The reported use of AoI is based on assigning equal importance to each transmitted packet from two different sources. However, when the different sources differ on the information entropy, then freshness at the destination point will be different when resources are equally allocated for both, for instance. In this case, the source with the higher entropy will be more aged and the user perception of fairness will be deteriorated.

These reported results can be extended to have a more realistic approach to describe the freshness of information through not only unreliable channels but also with the use of specific modulation schemes and information theory metrics (source entropy and allowable bit rate) as well. To take into account these additional metrics will convey not only a more realistic approach but also a more fair criterion to balance the
performance of multiple sources.

In this report, we use the Peak Age of Information (PAoI) concept as a tool to state a problem formulation in a communicating scenario context through the use of power-domain non-orthogonal multiple access (NOMA). PAoI is a more tractable alternative to the study of complicated models [1]. NOMA is a promising radio access technique actively investigated in recent years to support a higher number of users through non-orthogonal resource allocation [14].

NOMA has been analyzed in comparison to orthogonal multiple access (OMA) in regard to the obtained AoI [15]. The derivation presents a closed-form expression of the total average age of the network relying on a stochastic hybrid system framework. The resulting analyses indicate that the use of NOMA does not guarantee a lower AoI in the network in comparison to OMA. However, NOMA can be used to increase (at least to the double) the total number of distributed users in orthogonal resources. The dimension of power may be employed to allow more than one user to transmit on a given resource to deal with the increasing density of connected nodes in networks (e.g. vehicular networks [16])

Our goal is to optimally reduce PAoI by considering the errors produced by the channel noise, the source entropy and the allowable bit rate on the channel. We are interested in describing the effects of the source entropy on the minimum PAoI and the user perception of fairness. We conduct our study by considering a queue transmission model between source nodes and a destination taking into account transmission (source entropy, rate, and power) and channel (noise, allowable bit rate, bandwidth) parameters, as well as the symbol error rate performance at the destination.

The contribution of this study is the development of a model to account for the fresher of information in a more realistic scenario. By considering the transmitter and channel parameters we formulate an optimization problem with the aim of optimally reducing the age at the destination node. The resulting solution exhibits improved user perception of fairness in regard to the freshness of information at the destination.

The rest of the paper is organized as follows. Section II introduces the system model to account for the inclusion of transmitter and channel parameters, as well as the symbol error rate performance. The problem formulation and the solution to find the best source rate and transmission power are discussed in Section III under power constraints. Section IV exhibit the results in regard to the obtained minimum PAoI and presents PAoI behavior versus the source entropy value. The resulting overall and user perception of fairness is also discussed and presented. Finally, Section V concludes the paper.

II. System Model

A. System Model

Fig. 1 depicts the system model, where the two sensor nodes are denoted by \( x_1 \) and \( x_2 \), both randomly transmitting their packets at rates \( \lambda_1, \lambda_2 \), respectively. Sources are also described by entropy values \( H_1 \) and \( H_2 \). We consider a two users case only provided the degradation introduced in the bit error rate [17]. Sensor bits are queued following a first-come-first-served (FCFS) discipline. Then, on the transmitter block sensor’s updates are packaged with non-orthogonal multiple access (NOMA) communication systems. Each packet on the queue is the superposition of the updated information from source nodes. The transmitter serves packets to the channel randomly with average rate \( \mu \), these packets arrive at destination node D through a band-limited additive white Gaussian noise (AWGN) channel.

We also assume an M/M/1 system to model arrivals according to a Poisson process and exponential service time. Band-limited channel of bandwidth \( W \) will, in turn, establish a lower limit on the allowable service time by \( 1/\mu \). To consider this restriction, we assume a right-shifted exponential distribution for the service time centered at \( 1/\mu \).

![Fig. 1. Packets delivery process in a queuing system with AWGN Channel model.](image)

Noisy channel in Fig. 1 will produce errors on the received symbols. Accordingly, the average peak of information will be given by [9]:

\[
\Delta_{\text{Peak}_j} = \frac{1}{(1 - \text{SER})\lambda_j} + \frac{1}{\mu - \lambda_j},
\]

for each specific node \( j \in \{1, 2\} \) when \( \lambda_j < \mu \), where SER denotes the symbol error rate at the receiver. Additionally, both sources will experience non-similar channel capacity based on their respective transmitted power \( P_j \). Through the use of NOMA, each node may transmit a given total number of information bits per channel use by the following relation [18]:

\[
b_j < R_j = \log_2 (1 + \text{SNR}_{j, \Gamma}),
\]

where:

\[
\text{SNR}_{1, \Gamma} = \frac{P_1}{\Gamma} N,
\]

and:

\[
\text{SNR}_{2, \Gamma} = \frac{P_2}{\Gamma} N,
\]

when the receiver implements a successive interference cancellation (SIC) and the strong user (here assumed to be node \( x_2 \)) is decoded first. Here we assume to operate over the minimum SNR threshold required to establish a reliable link [16]. The terms \( N \) and \( \Gamma_j \) in (3) and (4) accounts for the noise power.
and SNR gap approximation [19], respectively. We consider the use of M-QAM, on which case the analytic expression for $\Gamma_1$ is given by [20]:

$$\Gamma = \frac{1}{3} \left[ Q^{-1} \left( \frac{\text{SER}}{4} \right) \right],$$

(5)

for a given symbol error rate SER.

Due to the different channel capacity values for both sources in (2) and the source entropy, information from each node should experience different age at destination node even with similar transmission and service packet-rates. To illustrate, consider the two systems shown in Fig. 2, each system comprised by sources of entropy values $H_1$ and $H_2$, similar transmission and server -rates $\lambda$ and $\mu$, but different allowable bit rates $R_1$ and $R_2$ determined by relation in (2). Provided that information produced by each source has an average word length given by $H_j$ and the maximum allowable bits per channel use is $R_j$, then in average the transmission of information needs $\frac{H_j}{R_j}$ channel accesses per updated information unit.

Here we remark that information from the source is updated at the receiver side after receiving the $H_j$ bits instead of considering the updating of bits or generic packets. Taking into consideration this information unit (given by $H_j$), it will reflect a fair metric to compare the aged information between sources at the destination node.

For instance, in case that $\frac{H_1}{R_1} = \frac{H_2}{R_2}$, then both sources in Fig. 2 will be equally aged provided they both needs same total number of packets to update information unit at destination node. However, in case that $\frac{H_1}{R_1} < \frac{H_2}{R_2}$ then source 1 will be less aged than source 2 at destination node provided that total number of packets to update information unit from node 1 will be less than source 2, and vice-versa. Here we assume that processing delays on the communication chain is independent on the packet length.

![Fig. 2. Packets delivery process of two queuing systems with AWGN Channel model.](image)

To consider these dissimilarities on source entropy and channel capacity to each node, we suggest to weight the average peak of information in (1) by the factor $\frac{H_j}{R_j}$ as follows:

$$\Delta_{\text{Peak}}^R = \frac{H_j}{R_j} \left( \frac{1}{1 - \text{SER}} \lambda_j + \frac{1}{\mu - \lambda_j} \right).$$

(6)

Based on this definition, the age of each information unit at the destination node will be increased by the total number of packets needed to update new information from the source. This will account for a reduced capability of node $j$ to update packets due to limitations on the allowable bit rate with respect to the entropy source. This definition in (6) will provide different importance to each source packet in order to reduce PAoI, and thereby will improve the user perception of fairness. Additionally, this definition reflects some a connection between the concept of Age of Information and Information Theory [1] by means of terms $R_j$ and $H_j$, which in turn will establish a more realistic approach to the communication scenario.

III. PROBLEM FORMULATION AND SOLUTION

In this study, our goal is to reduce as much as possible the overall age of information at the destination node to both user nodes. Based on the proposed definition for average peak of information in (6), we expect to find the minimum average cost [21] (in regard to PAoI) of both nodes subject to an available total power $\bar{P}$:

$$\min_{\lambda_1, \lambda_2, P_1, P_2} \sum_{j=1}^{2} \left[ \frac{H_j}{R_j} \left( \frac{1}{1 - \text{SER}} \lambda_j + \frac{1}{\mu - \lambda_j} \right) \right]$$

s.t.: $\bar{P} = \sum_{j=1}^{2} P_j,$

(7)

by computing optimal values of rate and average power of transmitted symbols given by $\lambda_j$ and $P_j$, respectively. Proper analytic expressions for maximum allowable bit rate ($R_j$) are given by relations in (2). Quantities $H_j$, $\mu$, SER and $\bar{P}$ are given constant values.

Provided we assume a given SNR value on the channel and the power restriction $\bar{P}$ in (7a), then the average noise power will be also fixed to $N = \bar{P} \cdot 10^{\frac{\text{SNR}}{10}}$. Additionally, we also assume a given SER value, which in turn will determine the value of $\Gamma$ in (5). Therefore, based on these three quantities ($\bar{P}$, $N$ and $\Gamma$) and the restricted power value in (7a), the allowable bit rate will be also upper bounded by the corresponding SNR gap ratio in (3) and (4). In this respect, we do not need to require for further restrictions related to channel capacity in problem formulation in (7). By means of this problem formulation, we may study the behavior of the minimum peak of information as well as the dependence of source rate ($\lambda_j$) and power ($P_j$) with the source entropy ($H_j$).

Solution to posed problem in (7) yields the proper values of power ($P_1$, $P_2$), and rate ($\lambda_1$, $\lambda_2$) for each node to minimize the average age of information. Considering the available channel capacity, and the source entropy, we aim to find the right balance on power and source rate for each node. To that end, we follow an exhaustive search plan to analyze the optimal ratios $\frac{P_j}{\lambda_j}$ and $\frac{P_j}{\mu}$ that account for the less average PAoI. Next Section is devoted to present and discuss the simulation results.
IV. SIMULATION RESULTS AND DISCUSSION

We evaluate the minimum average peak of information in (7) for a varying ratio between the rate of the stronger user ($\lambda_2$) and the server rate ($\mu$) given by $\rho = \frac{\lambda_2}{\mu}$ (server utilization). We assume that the server rate is $\mu = 1$, the symbol error rate is $\text{SER} = 10^{-5}$, the total power is $P = 1$ and the signal to noise ratio is $\text{SNR} = 5$ dB. We solve the posed problem in (7) by an exhaustive search plan evaluating 100 consecutive steps of the ratio $\rho = \frac{\lambda_2}{\mu}$ ranged on the interval (0 1).

Fig. 3 shows the obtained average peak of information and the node parameters ($P_j, \lambda_j$) with varying server utilization $\rho$. To illustrate, we assume that both sources have equal entropy values given by $H_1 = H_2 = 1$. The obtained minimum peak of information and the node parameters is found by solving the problem in (7) for each specific value of $\lambda_2$. Based on obtained results in Fig. 3 a), the minimum age is 44.4748 units, node rates and energy values for both nodes must be equal when the server utilization is $\rho = 0.5$. Resulting peak age of information is higher for small and large server utilization provided the influence of the increased rate and waiting time on the packet delay [22].

Additionally, based on Fig. 3 b) and c) both rates must be equal ($\lambda_1 = \lambda_2$) overall $\rho$ and the average power will be increased for the stronger user (node $x_2$) in case of larger server utilization. The minimum peak of information is attained for equal node rates ($\lambda_j$) overall $\rho$, provided that power-domain NOMA implements a communication scheme where the available bandwidth is used indistinguishably by both sources, an identical solution for the node rate is derived for both. On the other hand, by means of power, it is possible to increase the amount of transmitted information. The results in Fig. 3 c) indicates that the stronger user (node $x_2$) will reduce their age of information by increasing their respective allowable bit rate ($R_2$) in comparison to the weak user.

Fig. 4 illustrates the effects of the entropy source values on the average peak of information and the node parameters ($P_j, \lambda_j$). The larger the entropy of the stronger user in comparison with the weak user, the less the average peak of information as depicted in Fig. 4 a). In average, the updated information will be less aged when the stronger user transmits the information unit with the larger entropy. Additionally, both source ratios ($\lambda_1$ and $\lambda_2$) remain equal over all $\rho$. Similar to the case in Fig. 3, identical solution is verified for the source rate in both cases. Meanwhile the power ratio ($P_2/P_1$) will be an increasing value of $\rho$. That is, the stronger user will be favored in correspondence with their increasing source entropy.

Finally, Fig. 5 provides a comparison between the proposed solution and the reported in [9] based on the overall fairness as well as the user perception for each node. The paper in [9] is implemented by the relation in (1) without considering the effects of the allowable bit rate ($R_j$) as well as the source entropy ($H_j$). To illustrate, here we consider the case in which both users present the same entropy ($H_1 = H_2 = 1$) but the stronger user will have an increased allowable bit rate ($R_2 > R_1$) provided the higher power to transmit information ($P_2 > P_1$). In this scenario, packets from the stronger user will be less aged than the weaker user provided that the stronger one has more chance to use the channel than the weaker one.

Overall and user fairness are computed by [23]:

$$ f = \frac{1}{2} \sum_{j=1}^{2} \Delta_j^2 - \frac{1}{2} \sum_{j=1}^{2} \Delta_j^2 $$

and,

$$ f_j = \Delta_j \sum_{j=1}^{2} \Delta_j^2 $$

respectively. Where $\Delta_j = \Delta_j^C_{\text{Peak}}$ (eq. (6)) for the proposed solution and $\Delta_j = \Delta_{\text{Peak}}$ (eq. (1)) for the reported solution in [9].

Reported average peak of information in [9] does not consider the restriction on the allowable bit rate of the channel and the required amount of information to transmit by the nodes. In this case, the overall fairness and the user perception will be worst than the proposed solution, to balance the source entropy in correspondence with the allowable bit rate provides a metric to improve the user perception of fairness.

Fig. 3. Illustration of average peak of information and node parameters versus server utilization. a) Minimum peak of information. b) Ratio of node transmission rates. c) Ratio of derived energy values for each node.
V. CONCLUSION

Current paper addressed the optimal reduction of the overall peak average of information (PAoI) at a destination node about a remote pair of nodes. The formulation considers not only imperfect packet transmission but also the channel capacity limits. Based on the source entropy to the channel capacity ratio a more fair criteria is developed to enhance the user perception of the overall fairness. The importance of the received packets is considered based on the needs to transmit information (source entropy) and the limits on the rate of information transmission (channel capacity). Future work will be conducted to study the derive closed-form expressions to describe the minimum PAoi versus the ratio of source entropies \( \frac{H_2}{H_1} \) for the further study of limiting cases. Additionally, to formulate an optimal problem based on fairness criteria to balance the PAoI between users will be conducted.
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