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Abstract—Inspired by swarm intelligence observed in social
species, the artificial self-organized networking (SON) systems
are expected to exhibit some intelligent features (e.g., flexibility,
robustness, decentralized control, and self-evolution, etc.) that
may have made social species so successful in the biosphere.
Self-organized networks with swarm intelligence as one possible
solution have attracted a lot of attention from both academia
and industry. In this paper, we survey different aspects of bio-
inspired mechanisms and examine various algorithms that have
been applied to artificial SON systems. The existing well-known
bio-inspired algorithms such as pulse-coupled oscillators (PCO)-
based synchronization, ant- and/or bee-inspired cooperation and
division of labor, immune systems inspired network security
and Ant Colony Optimization (ACO)-based multipath routing
have been surveyed and compared. The main contributions of
this survey include 1) providing principles and optimization
approaches of variant bio-inspired algorithms, 2) surveying and
comparing critical SON issues from the perspective of physical-
layer, Media Access Control (MAC)-layer and network-layer
operations, and 3) discussing advantages, drawbacks, and further
design challenges of variant algorithms, and then identifying
their new directions and applications. In consideration of the
development trends of communications networks (e.g., large-
scale, heterogeneity, spectrum scarcity, etc.), some open research
issues, including SON designing tradeoffs, Self-X capabilities
in the 3rd Generation Partnership Project (3GPP) Long Term
Evolution (LTE)/LTE-Advanced systems, cognitive machine-to-
machine (M2M) self-optimization, cross-layer design, resource
scheduling, and power control, etc., are also discussed in this
survey.
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I. INTRODUCTION TO SELF-ORGANIZATION

S INCE modern communications networks must deliver
ever increasing data rates at an ever decreasing cost

per bit, the spatial reuse of the spectrum must be increased
by deploying large number of pico-cells and femtocells. A
combination of macro-cells and small cells consequently leads
to the development of heterogeneous networks [1], result-
ing in the increasing complexity in the configuration and
management of large-scale networks, the upgrading capital
expenditures (CAPEX) and Operating Expenditures (OPEX),
and the intensifying difficulties of centralized control, etc. The
aforementioned challenges have inspired the studies on the ap-
pealing self-organization capabilities (e.g., self-configuration,
self-optimization, self-healing, adaptivity to varying environ-
ment conditions, anti-failure, etc.) of future networks [2], [3].
Self-organization, existing in many branches of science such

as biology, economic, telecommunications, etc., is essentially
an interdisciplinary and heterogenous research field [2]. In [4],
self-organization was defined as “the emergence of system-
wide adaptive structure and functionality from simple local
interactions between individual entities”. In [5], [6], some
appealing self-organization characteristics, such as “ability
to self-organize in a fully distributed fashion, collaboratively
achieving efficient equilibrium”, have been generalized from
biological systems and processes. For more self-organized
networking (SON) features, please refer to Section II.
Since self-organization is expected to bring us remarkable

benefits in terms of cost reduction in network configuration,
management, operation and optimization, substantial research
has been carried out to address the challenges brought by
the ever increasing complexity, heterogeneity, and dynamics
in complex communications systems [2], [7]. The study of
collective behavior (or in other words, swarm intelligence)
of social species can help humans manage complex systems,
and bio-inspired algorithms have already given us some illu-
mination on designing, maintaining and optimizing artificial
SON systems. Note that one common ambiguity between
the definitions of “self-organization” and “bio-inspired” is
usually observed, as indicated by F. Dressler [2]: basically,
only examples of self-organization being observed in nature
and finding their roots in biological mechanisms can be named
bio-inspired. In this paper, bio-inspired algorithms related to
swarm intelligence will be our main focus, and we would like
to use “bio-inspired” to represent “self-organization” in the
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following sections.
Some pioneering works on summarizing the essential and

universal designing mechanisms of artificial SON systems
have been carried out. In [4], four paradigms of designing
artificial systems have been derived by looking at differ-
ent SON protocols and extracting their common features as
general principles. In [2], bio-inspired self-organization for
artificial systems has been studied from an interdisciplinary
point of view. Although [2] mainly focusing on wireless sensor
and actor networks, adapting the proposed paradigms (e.g.,
local behavior rules, positive and negative feedback, massively
distributed control without human intervention, etc.) to the
other SON systems is possible. Enormous bio-inspired SON
algorithms have been proposed and are proven to be effec-
tive in application fields such as communications networks,
scheduling, medical science, etc. [2], [8]. Among them, the
probably best known one is the Ant Colony Optimization
(ACO) algorithm (as proposed by Marco Dorigo et al. [9]),
which has already been applied to develop high-performance
routing protocols for SON systems such as Wireless Sensor
Networks (WSN) [10] and Delay tolerant networks (DTN)
[11].
Compared to the conventional SON techniques, bio-inspired

SON algorithms may lead to a more effective system in terms
of networking, maintenance, control and optimization. For
instance, in the reference broadcast synchronization (RBS)
scheme [12], it requires each node to broadcast the physical-
layer reference beacons to its neighbors, and the nodes that
receive the beacon will exchange with each other the arrival
time of the beacon relative to the local clock and thus obtain
a time synchronization [12]. Different from it, bio-inspired
algorithms (e.g., the firefly-inspired algorithm [13]) may ob-
tain a cost-effective physical-layer synchronization by simply
depending on the local pulse interactions among individuals,
i.e., based on the pulse-coupled oscillators (PCO) theory [14].
Besides, the capability of adapting to environmental changes
in bio-inspired SON systems comes from the inheritance of
biological species, and this capability is much higher than
the conventional solutions. More advantages of bio-inspired
solutions over conventional SON algorithms are summarized
in Table I.
In this paper, we survey and compare different aspects of

swarm intelligence and introduce various bio-inspired algo-
rithms that have been proposed to improve the performance of
artificial SON systems (note that the reference list in this sur-
vey is by no means complete). Selected techniques in terms of
physical-layer (i.e., network synchronization), Media Access
Control (MAC)-layer (including cooperation, division of labor,
and load balancing) and network-layer (including network
security and adaptive routing) functionalities are discussed. We
first introduce the biological principles of various algorithms,
and then analyze their advantages, drawbacks and further
design challenges, followed by identifying their new directions
and open problems. Furthermore, some advanced issues and
applications of bio-inspired SON techniques, including SON
designing tradeoffs, Self-X capabilities in the 3rd Generation
Partnership Project (3GPP) Long Term Evolution (LTE)/LTE-
Advanced systems, cognitive machine-to-machine (M2M)
self-optimization, cross-layer design, resource scheduling, and

power control, etc., will also be discussed in this survey.
The remainder of this paper is organized as follows. The

fundamental features of SON systems are first introduced in
Section II. After that, the main categories of bio-inspired self-
organization technologies will be sketched out in III. The
physical-layer synchronization mechanisms, including firefly-
inspired and singing cricket-inspired algorithms, are surveyed
and compared in Section IV. Some critical MAC-layer issues,
including bio-inspired spectrum sensing, cooperation and divi-
sion of labor, and load balancing, are surveyed and discussed
in Section V, followed by the critical network-layer issues of
security and adaptive routing being surveyed and compared
in Section VI. Discussions on practical applications and open
research issues for bio-inspired SON techniques are given out
by Section VII. Finally, conclusions are drawn in Section VIII.

II. FUNDAMENTAL FEATURES OF SELF-ORGANIZATION

In existing literatures, the essential properties that are re-
garded as fundamental SON mechanisms and principles have
been summarized, such as [2].

1) Systematism: Self-organization is a system-wide activity
happened in a coherent system that has parts, inter-
actions, structural relationships, behavior, state, and a
border that delimits it from its environment [15].

2) Complexity: SON systems are complex systems, and
“complexity” implies: i) there is self-organization and
emergence in complex systems; ii) complex systems are
organized in a distributed manner without centralized
control; iii) even if one knows to a large extent the parts
of self-organized systems as well as the connections
between those parts, it is still difficult to model the
systems and to predict their behavior [16].

3) Cohesion: The closure of the causal relations among the
parts of a dynamic system that resistant to internal or
external fluctuations, which might disrupt the system’s
integrity [17].

4) Non-linearity: Self-organization is a process in which
the higher-level functionality of the system emerges
solely from numerous interactions among the lower-level
components and without an internal or external con-
trol/intervention. The overall system can perform more
powerful and complex tasks than can be participated by
summing up the actions of the individuals.

5) Distributed control: A distributed control mechanism is
applied to the SON systems to enable their fulfilling
global tasks. Nobody inside or outside of the SON
systems is responsible for guiding, directing or control-
ling the system. Each individual one works on its own
intention to collaborate on the global tasks.

6) Sub-optimum: One of the most fundamental principles
in designing SON systems is to reduce global state in-
formation by achieving the needed effects based on local
information or probabilistic approaches only. However,
this may not necessarily lead to the desired global
optimization of the systems.

7) Adaptivity: SON systems are capable of adapting to
changing environments and being resilient to failures
and damages. A small change in environmental pa-
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TABLE I
ADVANTAGES OF BIO-INSPIRED TECHNIQUES OVER CONVENTIONAL SON SOLUTIONS

Technical Content Conventional SON Solutions Bio-Inspired Techniques

Control Information Exchange Requires control information Without control information
exchanges among individuals exchange

Controlling Local information exchange with A lower complexity enabled
Mechanisms a relatively higher complexity by using local interactions
Resource Utilization Relatively low High
Adaptivity to Changes Relatively low High
Network Scalability Relatively low High
Network Local synchronization obtained Low-complexity and global
Synchronization by transmitting synchronization PHY-layer synchronization
Performance packets by transmitting pulses
MAC-Layer Delay Relatively high Low
Communications Overhead Relatively high Low
Routing Information Flooding Yes Avoided
Protocol Processing Higher complexity Lower complexity
Hardware Complexity Relatively high Low

rameters may result in a big change in the systematic
behavior.

By exploiting the properties aforementioned, some well-
known SON systems such as wireless ad hoc [18] and WSN
[19] have been developed. Besides, the SON properties have
also been investigated in wireless cellular networks with
an ultimate goal of improving their robustness, reliability,
scalability and power efficiency [7]. Regarded as a critical and
main feature of the 3GPP LTE/LTE-Advanced systems, the
capabilities of Evolved Node B (eNodeB) have already been
incorporated with the SON properties of self-configuration,
self-optimization, self-healing, and plug-and-play, etc. [3].
Besides, SON functionalities, such as self-maintenance, self-
optimization, and adaptive coverage coordination, etc., may
be implemented in Home eNodeB (HeNodeB) to reduce the
OPEX cost and improve the femtocell coverage simultane-
ously [20]. The Self-X capabilities can be summarized as
follows.

• Self-Configuration: Self-configuration is a process with
the newly deployed eNodeBs being configured by auto-
matic installation procedures to get basic parameters and
download necessary software for operation [21]. The self-
configuration capability, which could integrate the newly
added eNodeBs in a plug-and-play approach, significantly
reduces the network deployment time and human in-
volvement. Several self-configuration mechanisms have
been proposed in wireless cellular networks [22]. Differ-
ent from self-optimization, which optimizes parameters
during network operating phase, self-configuration is
usually assumed to execute during the installation/power-
up/recovery phase of user equipments (UEs) or eNodeBs.

• Self-Optimization: Self-optimization techniques, which
enable a mobile network to adaptively optimize their
algorithms and system parameters to achieve optimal
system performance (in terms of, e.g., capacity, service
coverage, etc.) in the presence of environment changes,
are crucial for the operation and maintenance of mobile
networks [23]. Various self-optimization functionalities,
such as traffic steering and mobility load balancing
(MLB), coverage/capacity optimization, and random ac-

cess channel (RACH) optimization, etc., have been con-
siderably studied [23]. Some other self-optimization func-
tionalities, such as radio resource management (RRM),
Inter-Cell Interference Coordination (ICIC), and power
control, can also be realized in a dynamic and self-
organization manner [3].

• Self-Healing: Self-healing, an event-driven process
which aims to resolve the loss of coverage or capacity
when a cell/site failure happens, is necessary to as-
sist operators in recovering a collapsed network [23].
Several 3GPP LTE use cases are related to function-
alities of self-healing (e.g., self-recovery of NE soft-
ware, self-healing of board faults, cell outage detec-
tion/recovery/compensation, and return from cell outage
compensation, etc.) and have been considerably studied
[3].

Furthermore, some advanced features of the fourth genera-
tion (4G) mobile communications networks will also benefit
from SON coordination and control of Multi-Input Multi-
Output (MIMO) mode selection [24]. Other self-organization
properties, including autonomous capabilities of individual
NEs, high scalability of network, fault tolerance and dis-
tributed control paradigm, etc., have also been observed in
Internet [25].

III. CATEGORIES OF BIO-INSPIRED RESEARCH

Bio-inspired techniques have been considerably studied in
the past decades. As indicated by [2], the following three ap-
plication domains of bio-inspired solutions to problems related
to computing and communications can be distinguished:

• Bio-inspired computing, which represents a class of
algorithms focusing on efficient computing, can be effec-
tively used for a great number of problem spaces, such
as optimization problems, exploration and mapping, and
pattern recognition, etc.

• Bio-inspired systems, which rely on system architec-
tures for massively distributed and collaborative systems,
enable functionalities of, e.g., distributed sensing and
exploration.
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• Bio-inspired networking is a class of strategies for effi-
cient and scalable networking under uncertain conditions.

In recent years, a great number of bio-inspired approaches
have been proposed for improved efficiency. The primary con-
cepts of some of the well-known bio-inspired research fields
(not necessarily concentrating on domains of communications
and networks, as illustrated in Fig. 1) will be outlined in the
following subsections.

A. Evolutionary Algorithms

Evolutionary algorithms (EAs), which are rooted on the
Darwinian theory of evolution, can be categorized into the
following classes, Genetic Algorithms (GAs), evolution strate-
gies, evolutionary programming, generic programming, and
classifier systems [26]. EAs represent a set of search tech-
niques used to find an optimal or approximate solution to
optimization problems. Besides, EAs can also be utilized
in wireless networks by solving problems of the location
management and channel-assignment procedure [27].

B. Artificial Neural Networks

A neural network traditionally refers to a network of bi-
ological neurons, and the term is now used to refer to an
Artificial Neural Network (ANN), whose primary objective is
to acquire knowledge from the environment (i.e., a process
of self-learning is performed). In most cases, an ANN is
an adaptive system that is capable of changing its structure
based on external or internal information that flows through
the network, hence complex relationships between inputs and
outputs can be modelled [28].

C. Artificial Immune Systems

Artificial Immune System (AIS) is a type of optimization
and pattern-recognition algorithm inspired by the principles
and processes of the mammalian immune system, and the
immune system’s characteristics of self-learning and memo-
rization are typically exploited by the AIS algorithms to facil-
itate the development of communications networks with the
capability of misbehavior- and intrusion-detection [29]. The
identification of computational viruses and network intrusions
has been considered as one of the most important anomaly-
detection tasks in the domain of communication networks [2].

D. Cellular Signalling Pathways

In view of the fact that the functionality of a eukaryotic
cell relies on the complex network of biochemical processes,
which must be highly regulated and controlled, two kinds
of signalling pathways, i.e., intracellular signalling and in-
tercellular signalling, are emphasized in cellular processes.
Basically, two communications paradigms can be differenti-
ated, with the regulation of the concentrations allowing diffuse
message transmission, and specific reactions being triggered
by exchanging particles such as proteins. This behavior can
be directly applied to different aspects of computer commu-
nications [30].

E. Molecular Computing

The basic idea of molecular computing is to apply op-
erations to a set of molecules, and problem solving using
molecular computing is executed in the form of brute-force
search strategies in which the operations are simultaneously
applied to all molecules. The capability of high-speed informa-
tion processing and storage has been emphasized in molecular
computing, and this technique can thus be successfully used
for solving NP-complete problems, graph coloring, and integer
factorization, etc. [2].

F. Swarm Intelligence

Swarm Intelligence is an Artificial Intelligence (AI) tech-
nique, which is studied based on the observations of the
collective behavior in biological activities such as ant/bee
foraging, division of labor, larval sorting, nest building, and
cooperative transport, etc. [8]. The number of applications
of swarm intelligence is exponentially growing in fields of,
e.g., communications networks, combinatorial optimization
and robotics. Self-organized networks with swarm intelligence
as one possible solution have already exhibited their advan-
tages over conventional SON techniques in terms of adaptive
routing, load balancing, etc.
One of the most famous Swarm Intelligence inspired al-

gorithms is ACO algorithm [9]. Deneubourg et al. studied
the ability of ants collectively finding the shortest path to
the best food source, and it was observed that the shortest
path between two candidates will finally be chosen due to
a denser pheromone being laid on it [31]. ACO algorithms
have already been applied to solve the routing algorithms
in artificial SON systems such as mobile ad hoc networks
[32], Wireless Sensor Networks (WSN) [33], or Delay tolerant
networks (DTN) [11], with a better scalability or the other
performance metrics being emphasized. Besides, the honey
bee colony can also be modelled as a population-based multi-
agent system, with many features, such as efficient allocation
of foraging force to multiple food sources without central
control, decision-making without any global knowledge of the
environment, etc., being observed and desirable in designing
and optimizing the performance of artificial SON systems
[34]. A considerable number of studies have been carried
out in swarm intelligence to solve practical problems of
adaptive routing, resource allocation, and robot cooperation,
etc. [8], and the typical bio-inspired algorithms related to
swarm intelligence will be surveyed in the following sections.

G. Main Focus of This Paper

The well-known bio-inspired techniques are categorized
in Fig. 1, and among those techniques, swarm intelligence
inspired SON algorithms will be emphasized. Although con-
ventional self-organized networks (such as ad hoc, sensor
networks) have already been considerably studied, swarm
intelligence may pave a new way toward building an intel-
ligent SON system. For instance, ACO algorithms enable an
adaptive routing with a higher scalability and load balancing
capability than conventional algorithms such as Ad-hoc On
demand Distance Vector routing (AODV), and firefly-inspired
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Fig. 1. The well-known bio-inspired research fields.

algorithm may lead to a scalable network synchronization in
self-organized networks with a high convergence speed.
In the following sections, SON techniques with swarm

intelligence as one possible solution will be surveyed. In
order to make the readers specialized in communications
easy to understand, the following three sections are organized
based on the Open System Interconnect (OSI) layers, i.e., the
physical layer (focuses on network synchronization), MAC
layer (focuses on cooperation, division of labor, and load
balancing) and network layer (focuses on network security
and adaptive routing). The technical contents of this survey
are illustrated in Fig. 2.

IV. PHYSICAL-LAYER SYNCHRONIZATION IN SON
SYSTEMS

Time synchronization plays an important role in com-
munications systems in that it allows the entire system to
cooperate and function as a cohesive group. For instance,
timing synchronization may be critical in wide-area networks
(WAN) due to an ambiguity problem induced by propagation
delays [35]. In WSNs, on the other hand, time synchronization
has proven to be critical in sensor fusion applications. The
existing synchronization schemes for wireless networks can be
categorized into either centralized or decentralized solution, as
shown in Fig. 3.

A. Centralized Synchronization

Communication systems with a cluster structure may
achieve its synchronization in a centralized manner. Cluster
head, acting as the critical node, provides a standard syn-
chronization parameter for the whole cluster by utilizing an

external reference (e.g., the Global Positioning System (GPS)
[36]). Mill’s Network Time Protocol (NTP) [37] as well as
its extended protocol (i.e., extended NTP [38]) is a typical
centralized synchronization protocol and has been widely used
in the Internet.

B. Decentralized Synchronization

Although a centralized method achieves an accurate syn-
chronization with a high reliability, it is expensive in terms
of energy consumption and the hardware cost. Moreover, the
network scalability is also limited in the centralized scheme.
On the other hand, decentralized synchronization, which does
not rely on a global time clock, can improve both the synchro-
nization reliability and network scalability simultaneously.
Some protocols have been proposed for time synchro-

nization by exchanging time information explicitly among
nodes at the packet-level, requiring the processing of these
messages to calibrate the time difference between nodes. The
majority of those protocols use point-to-point transmissions
instead of capitalizing on the broadcast nature of wireless
channels, with physical-layer algorithms (e.g., [39]–[42]) be-
ing operated. RBS scheme [12], on the other hand, obtains
a mutual synchronization among the nodes in the network
instead of locking to a global time clock. Since the RBS
scheme requires a large amount of data exchange among the
co-broadcast-domain nodes so as to share each node’s timing
information with all the other nodes, this scheme still suffers a
performance degradation in terms of scalability. In a different
way, bio-inspired approaches enable a massively distributed
and cost-effective physical-layer synchronization in a large-
scale network.
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1) Firefly-inspired Synchronization Principle: The phe-
nomenon of self-synchronization can commonly be observed
in natural species such as firefly [13] and modelled using the
theory of coupled oscillators [43], in which each individual
oscillator interacts through periodically emitted pulses. An
oscillator represents the internal clock dictating when to flash,
and this clock is adjusted upon reception of a pulse from
other oscillators. The pulses received at each node will cause
an increase to the state variable and thus create an offset in
the phase of each receiving node. Over time, synchronization
emerges and pulses of different oscillators are transmitted
simultaneously. This effect on the state variable is called the
coupling between the transmit and receiver nodes. Based on
the PCO theory, self-synchronization of a large-scale SON
system can be realized by employing the well-known Peskin’s
model [44], which has modelled the pacemarker as a network

of N “integrate-and-fire” oscillators [45], with each being
characterized by a voltage-like state variable xi. The state
variable xi usually monotonically increases between transmis-
sions. When xi = 1, the i-th oscillator fires and xi jumps back
to zero.

The major advantage of the PCO synchronization strategy
comes from the fact that it operates exclusively at the phys-
ical layer by transmitting pulses instead of packet messages.
Therefore, the following four advantages are obtained: i) the
imprecision due to MAC-layer delays, protocol processing or
the other software implementation does not exist, and ii) the
messages exchanged in the PCO scheme (i.e., the periodic
pulsing signals) are independent of the origin of the signals
since each received pulse is treated identically, and iii) no
memory is required to store time information of other nodes,
and iv) the procedure adopted at each node is independent
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of the node identity and remains the same regardless of
the number of nodes in the network (i.e., the scalability is
significantly improved).
Convergence toward synchrony for the PCO model in

fully-meshed networks has been proven with an assumption
of uniform coupling, noise-free environment and no delays
between the firing and receiving of pulses. However, before
applying the PCO model in practical systems, several practical
assumptions on the delays and the coupling strength must be
taken into account. It has been proven by [46] that a PCO
system may become unstable and is never able to synchronize
when a delay occurs. PCO models considering all those
practical parameters will be surveyed in follows.
2) Identical PCO Models: In [47], realistic parameters

such as the path-loss effect on the coupling strength, the
presence of noise, and the propagation delay, have been
imposed upon existing PCO model. The goal of this distributed
synchronization procedure is to allow all the nodes in the
network to agree on a common phase so that the transmission
of pulses at each node can be maximally aligned. Although
it is impossible to perfectly align the pulses relative to all
the receivers due to the delay differences among nodes,
the propagation delay will still be much smaller than both
the pulse transmission period and the pulse duration, if the
network of interest is located within a small area.
In [48], a scalable PCO synchronization protocol for large-

scale WSNs is proposed, and the optimum operating point
for achieving the best tradeoff between network convergence
speed and the energy spent to reach synchrony is exploited.
Two network scenarios are considered: i) the case of a single
broadcast domain, where the nodes are located within the
broadcast range of one another (i.e., all-to-all coupling is
enabled), and ii) the case of multiple broadcast domains (i.e.,
synchronization over multiple hops, and nodes are subject only
to local coupling). Besides, the pulse detection and refractory
period, which is a duration of time right after a node’s own
firing and during which the node is not supposed to receive
any signal, is incorporated into the mechanics of PCO to adapt
to the non-ideal synchronization conditions such as path loss
attenuation, the propagation delay and noise. It’s shown that
the synchronization time increases as O (logN) in the case
of local coupling, while in the all-to-all coupling case, the
synchronization time decreases as the number of nodes N
increases.
To reflect more realistic effects of delay and packet loss,

synchronization using a low-level MAC-layer timestamp is
proposed [49], with each node being able to adjust its clock
when receiving a timestamp. Since the ideal case of Mirollo
and Strogatz model (where all nodes transmit simultaneously)
is avoided in this method, too many collisions happen in the
timestamps exchange and consequently prevail nodes from
synchronizing. In view of the difference between synchro-
nization process and data transmission, all nodes transmitting
synchronously a common synchronization sequence (e.g., it
can correspond to a Pseudo-Noise (PN) sequence or the IEEE
802.11a preamble) can be beneficial to the signal detection
in a faraway receiver due to the power superposition from
all transmitters [50]. Since the random backoff observed in
asynchronous transmissions can be effectively mitigated in the

synchronous transmission, a quicker network synchronization
can be obtained by taking advantage of a common synchro-
nization sequence from a physical-layer perspective.

3) Non-identical PCO Models: Non-uniform coupling
among oscillators in the PCO model has also been studied,
with the effect of propagation delays either being considered
[51] or not [52]. Ernst et al. perform a complete mathematical
analysis of two-oscillator model with delay and concluded that
synchronization can still be achieved if inhibitory couplings
are adopted [51]. Konishi and Kokame analyzed the stability
of non-identical PCOs with a refractory period and a given
frequency distribution [53]. Under the assumption of weak
coupling, PCO networks using the phase model have been
studied for neural networks [54], which considered only two
assumptions: i) each isolated neuron fires periodically, and ii)
the neurons are weakly connected.

In [55], linear non-identical PCOs model is proposed and
used to analyze PCO synchronization with different frequen-
cies. Since each oscillator has a unique frequency and leads
to a different phase value in a different oscillator for a certain
time, the relationship among the phase variables of differ-
ent oscillators should be determined. An identical coupling
strength is assumed in [55] for ease of analysis. If phases
of two oscillators always return to zero at the same time,
those oscillators are assumed to be synchronized, otherwise
they are assumed to be instantaneously synchronized if their
phases return to zero simultaneously at some point in time.
Since two synchronized oscillators are clumped together as
a group that fires in synchronization and interacts with other
oscillators as one single entity, the two-oscillator model can
be straightforwardly extended to multi-oscillator models. It is
also proven that a higher coupling strength implies a higher
convergence speed, and coupling more oscillators in a system
will make the oscillators easier to clump into the synchronous
firing group (i.e., it is equivalent to increasing the coupling
strength of the oscillator).

Hu and Servetto [56] proposed a stochastic PCO model
and proved synchronization using the law of large numbers
for dense networks. By using spatial averaging, the errors
inherent in each node can be averaged out in the proposed
cooperative time synchronization. Since an average of the
information from a large number of surrounding nodes is
observed, synchronization performance can be improved due
to the higher quality observations. However, the results only
hold for dense wireless networks with a large number of nodes.
Besides forming dense clusters, the synchronization process is
also proven to be accelerated by increasing node mobility in
a mobile ad hoc network [57].

The successful synchronization strategies taken from biol-
ogy has also been combined with modern control techniques
to improve the performance of the PCO model [58]. In [59], an
acoustic event detection system is designed to locate the source
(such as a gunfire) using a sensor network, with a PCO-based
algorithm being introduced to tackle the synchronization of the
acoustic event detection system. It is proven that the PCO-
based algorithms provide SON systems with desirable syn-
chronization properties, and a higher local coupling strength
implies a less time to reach the synchrony.



8 IEEE COMMUNICATIONS SURVEYS & TUTORIALS, ACCEPTED FOR PUBLICATION

4) Cricket-Inspired Synchronization: It was observed that
the snowy tree crickets are capable of synchronizing their
chirps by responding to the preceding chirp of their neighbors
[60]. It has been proven that a cricket is able to adjust its song
to any other song like its own very quickly, and the insect can
achieve synchrony within two cycles by either lengthening or
shortening its own period in response to the preceding chirp. If
a neighbor’s chirp precedes his own, a cricket will shorten his
chirp as well as the following intervals. If, on the other hand,
a cricket follows his own, it will lengthen its chirp interval
and sometimes the following chirp, as schematically shown
in Fig. 4. Different from the firefly-inspired algorithms, which
are mainly focused on addressing problems of time synchro-
nization, the cricket singing mechanism can be employed to
address the frequency synchronization issues in the wireless
networks. However, until now, there are still very few technical
papers focusing on this topic, which is interesting and needed
for further investigation.

C. Comparison among Variant Synchronization Mechanisms

Although many systems utilize centralized synchronization
methods in consideration of their high accuracy and low con-
vergence time, they are often vulnerable to the failure of the
cluster head and non-scalability. Besides, the synchronization
accuracy of the low-level nodes in a hierarchical network will
inevitably degrade due to their distances with the root node. As
compared to the centralized methods, decentralized techniques
have been proven to enable an accurate synchronization for a
large-scale network. By mitigating the drawbacks (e.g., large
amount of data exchange, and synchronization performance
degradation in the low-level nodes) observed in conventional
decentralized algorithms, bio-inspired algorithms can be oper-
ated exclusively at the physical-layer and obtain a massively
distributed synchronization at a low cost of hardware/software
complexity. The main advantages of PCO-based algorithms
including i) a high scalability with respect to the number
of participants in the network, and ii) the robustness to the
network topology changes. However, the performance of the
bio-inspired algorithms may be impacted by various factors
such as the node density, the coupling strength in PCO model,
and the modulation schemes. Different from the PCO models,
the cricket singing mechanism enables an adaptive rhythm
synchronization and can be utilized to address the frequency
self-synchronization issues in SON systems. A comparison
among variant synchronization algorithms is given by Table II.

D. Remaining Challenges in Bio-Inspired Synchronization

Although bio-inspired algorithms can deliver substantial
benefits to achieving a self-synchronization with high scal-
ability, there still exist some challenges to address.

• Tradeoff between Network scalability and synchroniza-
tion performance: Since a higher coupling strength in
PCO models usually leads to a higher synchronization
accuracy and convergence speed, a network with a denser
node-concentration in a limited geographical area may
easily achieve synchrony within a smaller number of
cycle periods, however, at the cost of degrading the
network scalability. Thus, proposing new PCO models

(with either identical or non-identical coupling) to enable
an accurate/quick synchronization with a weak coupling
strength and/or low pulse power is still a challenging task.

• Improving the adaptivity of PCO models by adaptively
adjusting the coupling strength according to changing
network topology and radio environment would be a
promising way to realizing a smart self-synchronization
for large-scale mobile networks.

• In consideration of the network heterogeneity in the
future, different types of nodes may require different
levels of synchronization quality. Thus, a distinguish-
ing synchronization solution, which adopts non-uniform
PCOs and non-identical coupling models in variant types
of nodes, may play a critical role in optimizing both
the network scalability and the overall synchronization
performance.

• Proposing a cost-effective frequency control mechanism
to facilitate a high-performance frequency synchroniza-
tion will also be a challenging topic in large-scale wire-
less SON systems. As inspired by singing cricket, a
sophisticated frequency control mechanism is needed to
enable an adaptive frequency self-synchronization in each
node.

V. MAC-LAYER ISSUES IN SON SYSTEMS

Since modern communication networks must deliver ever
increasing data rates at an ever decreasing cost per bit, the
spectral efficiency of the networks has to be further improved.
For instance, wireless mesh networks, regarded as a cost-
effective technology for providing broadband connectivity,
require higher capacity to provide a higher throughput as the
network density increases [61]. However, the current static
spectrum allocation policy faces spectrum scarcity due to a
large portion of the assigned spectrum being used sporad-
ically [62]. Sophisticated spectrum sharing techniques such
as Cognitive Radio [63] must be employed to significantly
improve the spectrum utilization. Besides spectrum sharing,
another critical MAC-layer functionality, cooperation, is also
widely exploited to improve the network’s capacity, robustness
and scalability [64]. Moreover, the division of labor among
individuals by performing different tasks simultaneously is
proven to be more efficient than if tasks were performed
sequentially by unspecialized individuals [8].
In the following subsections, bio-inspired approaches are

investigated to address critical MAC-layer issues (including
cooperation, division of labor, resource sharing & allocation,
and load balancing) in SON systems, as illustrated in Fig. 5.

A. Cooperation and Division of Labor

Cooperation is commonly observed in social species, where
a worker usually does not perform all tasks but rather special-
izes in a set of tasks [65]. For instance, some honey bees
exhibit cooperative or collaborative behaviors in the activities
of foraging, taking care of larva, and attacking the intruder,
etc. Mechanisms of cooperation and adaptive division of labor
have already been used to address some complicated problems
such as travelling salesman problem, scheduling problems, and
vehicle routing problems [8], etc.
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Broadcast sounds Sounds of the test cricket

Time (s)

Fig. 4. Synchronization of the songs of a snowy tree cricket: (a) the sounds of the test cricket is entrained by a faster artificial rhythm; (b) the sounds of
the test cricket is entrained by a slower artificial rhythm; (c) an example of 1:2 locking [60].

TABLE II
COMPARISON OF VARIANT SYNCHRONIZATION ALGORITHMS: CENTRALIZED, DECENTRALIZED RBS, BIO-INSPIRED FIREFLY (I.E., PCO MODELS) AND

CRICKET SYNCHRONIZATION ALGORITHMS

Category Algorithm PCO & Coupling Advantages Disadvantages

NTP [37] N/A 1) High accuracy 1) High Complexity;
Centralized 2) High scalability 2) Accuracy degradation

in the low-level nodes

Decentralized RBS [12] N/A Without relying on Requires a large amount
global clocks of data exchange

Mirollo [14] Identical PCO PHY-layer sync. Unable to sync.
Uniform Coupling with high scalability when delay occurs

Hong [47] Identical PCO Sync. obtained Ultra-Wideband (UWB)
Uniform Coupling with delays pulses are hard to detect

Allen [49] Identical PCO MAC timestamps Collisions happen in
Bio-Inspired Uniform Coupling are easy to detect timestamps exchange
PCO-Model Tyrrell [50] Identical PCO A quicker sync. A common sync.

Uniform Coupling is obtained sequence is required
Hong [48] Identical PCO Sync. precision doesn’t UWB pulses are

Uniform Coupling degrade over multi-hop used for sync.
An [55] Non-identical PCO Easy for massively Weaker coupling strength

Weakly Coupling distributed sync. degrades sync. speed
Hu [56] Stochastic PCO Sync. improves as Works well only in

Weakly Coupling node-density grows dense-node scenarios
Bio-Inspired Cricket Walker [60] N/A Adaptive rhythm A sophisticated frequency

synchronization control is required

In the division of labor, the ratios of workers performing
the different tasks can also vary in response to internal
perturbations or external challenges to maintain the colony’s
viability and reproductive success. Task/resource allocation
has been studied in the context of complex problem solution
by performing multiple tasks in parallel [2], and the developed
algorithms are directly applicable to any multi-system archi-
tectures that need to distribute workload among a number of
available systems.

Focusing on the task-allocation problems, the solutions can

basically be attributed to the following two categories:

• Intentional Cooperation: The model of intentional co-
operation enforces agents to explicitly cooperate with
purpose through task-related communication. Typically,
auction-based task allocation mechanisms are used in
this context, with an auctioneer or centralized coordinator
being used to enable cooperation of different systems.

• Emergent Cooperation: Agents do not explicitly work
together under emergent cooperation. Instead, group-
level cooperative behavior emerges from the interactions
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Fig. 5. Classification of the works on MAC-layer issues. Acronyms: MAC-Media Access Control; VTL-Virtual Traffic Lights; BIOSS-BIOlogically-inspired
Spectrum Sharing.

among the systems and with the local environment. An
emergent systems is usually able to perform a specific
task efficiently rather than a general-purpose functional-
ity.

The main advantage of the intentional cooperation comes
from its capability of supporting heterogeneous agents and
tasks. Basically, all solutions in intentional cooperation repre-
sent an optimization process, with reallocation of tasks being
possible. However, the most challenging problem inherent to
all intentional cooperation techniques is the communications
overhead, because all systems need to periodically report their
local state to a central system. The emergent cooperation,
on the other hand, is motivated by biological analogies in
many cases (especially focusing on swarm intelligence), and
therefore the term ant-like cooperation has been used to
describe the emergent cooperation techniques. The emergent
cooperation can be further categorized into two classes, i.e.,
Stimulation by Work [66] and Stimulation by State [67].
A comparison between the intentional cooperation and the
emergent cooperation is given by Table III. Although the
existing bio-inspired methods related to division of labor are
primarily proposed for optimizing cooperation of multi-agent
systems (e.g., multi-robot systems [2], [8]), those approaches
have a significant potential to be applied to the self-organized
communications networks.

B. Bio-Inspired Spectrum Sharing

Contention control protocols such as Carrier Sense Multiple
Access with Collision Avoidance (CSMA/CA) and slotted
Aloha have already been proposed in IEEE 802.11 Wireless
Local Area Network (WLAN) standards as effective MAC
methods to share wireless medium among multiple mobile
stations [68]. To optimize the resource utilization, some im-
provements on these protocols have also been studied [69].
Besides wireless networks, distributed resource optimization
methods may also be applied in a wider fields such as optical
networks [70]–[73], optical-wireless broadband access [74]
and wireless cellular networks [75].
CR technology aims to detect and utilize the temporally

unused spectrum bands by sensing the radio environment
so as to enhance the spectrum utilization. New challenges

arise in spectrum sharing in SON systems due to the lack
of centralized control in dynamic spectrum management. Bio-
inspired algorithms may be investigated to provide a new way
toward achieving efficient and decentralized spectrum shar-
ing. Spectrum sharing in Cognitive Radio Networks (CRNs)
has great similarities with task allocation in insect colony:
CR users sense the environment for the available spectrum
bands and then, transmit their packets to available spectrum
bands simultaneously. According to this analogy, the channel
selection probability can be determined to enable each CR
user to effectively share the best available spectrum bands in
a distributed manner. Each individual computes the channel
selection probability for every available channel to effectively
capture the available spectrum band [76].
In [77], the existing swarming algorithm has been extended

to the case of inter-nodes communications affected by random
link failures and quantization noise. The extended algorithm
can be applied to the distributed resource allocation on the
time-frequency plane, where the activity of the primary users
is modelled as set of continuous-time Markov processes.
Remarkable benefits in terms of minimizing the interference
produced by the CR users, taking advantage of cooperative
sensing, avoiding collisions among the users and limiting the
spread of resources in the time-frequency domain, etc., can be
brought.
In [76], a BIOlogically-inspired Spectrum Sharing (BIOSS)

algorithm, which is based on the adaptive task allocation
model in insect colonies, is proposed. The main principle
of BIOSS is summarized as follows [76]. Similar to CR,
individuals in insect colonies sense the environment to detect
the tasks and then, the detected tasks are performed simul-
taneously by individuals which are suitable for performing
that task. Every individual has a response threshold for each
task, and the individuals perform the task when the level of
the task-associated stimuli s exceeds their threshold. Efficient
spectrum sharing over multiple spectrum bands is enabled by
BIOSS, which performs a decentralized spectrum sharing and
without the need for any inter-user coordination. However,
a high probability of conflicts between CR users in BIOSS
may degrade its spectrum utilization. In order to mitigate
this drawback, an enhanced BIOSS algorithm (i.e., e-BIOSS
[78]) is proposed to enable CR users to select the appropriate
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TABLE III
COMPARISON BETWEEN THE INTENTIONAL COOPERATION AND THE EMERGENT COOPERATION

Advantage Disadvantage

Intentional 1) Supports heterogeneous task allocation; Additional communications overhead is
2) Optimization process is achievable. required due to centralized task allocation
1) Simplicity in performing local algorithms; 1) Only works for distributed operations;

Emergent 2) Very low communications overhead 2) A global optimization is unavailable;
3) Limited support for heterogeneous environment

channels to transmit while at the same time avoid interference
to the incumbent users. The channel selection probability
function in e-BIOSS algorithm is modified to enable a CR
user to be gravitated towards the channel with a minimum
excess power. Besides, a binary learning factor, which leads to
a direct decision being made on whether to adopt or abandon
a certain channel, is also applied in e-BIOSS to enable a rapid
reaction to the dynamic wireless environment in each CR user.
As compared to the conventional spectrum sharing methods,

which are usually based on centralized control, bio-inspired
methods enable a distributed spectrum sharing and thus have
a high adaptivity to the heterogeneous and dynamic radio
environment. A comparison among variant spectrum sharing
algorithms is given by Table IV.

C. Load Balancing

The phenomenon of load balancing can be widely observed
in the collective behaviors of social species [79]. For instance,
honey bees in their foraging activity exhibit a property of
load balancing, and inspired by this activity, an algorithm
was developed to perform Internet server optimization [80].
Although load balancing is usually regarded as a main feature
of multipath routing protocol (left for study in Section VI),
it will be analyzed in this subsection from the perspective of
MAC-layer optimization.
In [81], a biologically inspired approach, as illuminated by

the smart method of how the ant colony captures a freshwater
crab, is employed to solve the traffic congestion problems via
a self-organized paradigm. A leader car at each intersection
is elected in a distributed manner and acts as Virtual Traffic
Lights (VTL), which is responsible to manage the flow of
vehicles at that intersection. After the leader passing the
intersection, it will then dynamically hand its responsibility
over to another leader. The election of VTL is described as
follows. When a car approaching an intersection, it should
check whether there is already an established VTL or not. If
a VTL has already been elected, the other cars should obey this
existing VTL and decide their actions under direction of this
VTL. If not, the cluster leaders in each leg of the intersection
must negotiate and elect a leader who will contemporarily act
as VTL and manage the traffic at the intersection. The elected
VTL in each section will announce the traffic condition to its
neighboring cars, and a car approaching this intersection can
switch to another light-congestion intersection based on the
traffic congestion information as well as location messages
obtained from the inter-vehicle communications.
It’s proven that the bio-inspired traffic control without using

of infrastructure-based traffic lights increases the traffic flow
rates by about 60% during rush hours [81]. In addition, some

other advantages, such as reducing the number of accidents
at intersections without traffic lights, increasing the energy
efficiency of urban transportation, and mitigating congestion,
etc., can also be brought.

D. Remaining Challenges in MAC-Layer Issues

Although bio-inspired algorithms have exhibited their ad-
vantages in efficiently addressing problems such as resource
sharing, cooperation and load balancing, etc., in artificial SON
systems, there still exist several challenges to be treated.

• In order to reduce the communications overhead in large-
scale SON systems, bio-inspired solutions, which require
none or limited communications overhead due to their
localized behaviors, are promising. However, improving
the heterogeneous-supporting capability of bio-inspired
solutions would still be a challenging task.

• The energy consumption of cooperation might become
another challenging issue in wireless SON systems,
which are usually battery-driven and have limited capa-
bilities for energy harvesting.

• Bio-inspired spectrum sharing techniques raise a new
challenge: since the implementation of a static or fixed
common control channel (CCC) is infeasible in CRNs,
CCC-mitigation techniques must be devised for clus-
ters of CR users [82]. For instance, localized CCC
mechanism can be performed to enable CR users to
select/maintain/change the CCC in a self-organization
manner. Moreover, additional dynamic strategies should
also be enabled to facilitate a reliable exchange of sig-
nalling information in cooperative spectrum sensing.

• Since dynamic task allocations involving optimal but
long-lasting decision processes may not be feasible in
real-time environments, the convergence speed of bio-
inspired solutions must be greatly improved to satisfy
the time constraints of real-time task allocations.

VI. NETWORK-LAYER ISSUES IN SON SYSTEMS

With the growing importance of communication techniques,
more complicated communication networks are being de-
signed and developed. The challenges of dealing with the vast
complexity of networking problems (e.g., adaptive routing,
congestion control, and load balancing) accentuate the need
for more sophisticated/intelligent network-layer techniques.
As inspired by social insects such as ants [83] and honey
bee [84], several mobile agent-based paradigms have been
designed to solve the control, routing and load balancing
problems in communications networks. In this section, critical
network-layer issues, including network security and adaptive
routing, will be investigated, as depicted in Fig. 6.
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TABLE IV
COMPARISON OF VARIANT SPECTRUM SHARING ALGORITHMS: CONVENTIONAL AND BIO-INSPIRED ALGORITHMS

Algorithm Control Paradigm Advantages Disadvantages

1) Reliability 1) Needs common control channel;
Conventional Centralized Control 2) Fast spectrum handoff 2) Lacks adaptivity to dynamic

and heterogeneous environment

1) Adaptivity to dynamic High probability of conflicts
BIOSS [76] Distributed Control radio environment; among CR users

2) Simplicity due to a
distributed coordination

1) Utilization of low-power Since channels with a minimum power
channel is improved; excess are selected, the best available

e-BIOSS [78] Distributed Control 2) Binary learning factor channel is likely to be wasted
enables a direct decision;
3) Conflicts among CR
users is mitigated
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Fig. 6. Classification of the works on Network-layer issues. Acronyms: AIS-Artificial Immune System; RSN-Rule-based Sensor Network; WSN-Wireless
Sensor Network; ACO-Ant Colony Optimization; MACO-Multiple Ant Colony Optimization; MABC-Multiple Ant-Bee Colony; DSDV-Destination-Sequenced
Distance-Vector; AODV-Ad-hoc On demand Distance Vector; DSR-Dynamic Source Routing; ZRP-Zone Routing Protocol.

A. Network Security

Security mechanisms are critical to operating and maintain-
ing artificial SON systems, in which the massively distributed
operations and decentralized control paradigms are essentially
performed [85]. Enormous security mechanisms have already
been studied in various systems to combat malicious attack,
node failure, and other kinds of threats [86]. Among those
techniques, the most well-known bio-inspired approaches are
AIS and intercellular information exchange (e.g., Molecular
biology) [87].
1) AIS: The primary goal of an AIS, which is inspired

by the principles and processes of the mammalian immune
system, is to efficiently detect changes in the environment
or deviations (non-self) from the normal system behavior in
complex problems domains, and to automatically memorize
these characteristics [88]. According to the given shape-space
and the affinity measure, an AIS can be used efficiently for
general-purpose anomaly detection. The normal behavior of
a system is often characterized by a series of observations
over time, and the problem of detecting novelties or anomalies

can thus be viewed as finding deviations in a characteristic
property in the system. The underlying concepts are outlined
in Fig. 7. This feature can be applied to the domain of
communications networks to perform the identification of
computational viruses and network intrusions.

One of the first AISs is developed by Kephart for adaptive
virus detection [89]. Based on this work, misbehavior detec-
tion and attack- or intrusion-detection systems are developed
[90]. Meanwhile, a similar AIS conceptual frameworks for
generic application in networking has been presented in [91].
A misbehavior detection in nature-inspired Mobile ad hoc
Network (MANET) protocol called “BeeAdHoc” is proposed
in [92]. An application of AIS based distributed node and rate
selection in sensor networks has been proposed in [93], in
which sensor networks and their capabilities (e.g., their trans-
mission rate) are modelled as antigens and antibodies. AIS
has also shown brilliant results for misbehavior detection and
helps in designing and implementing the security framework
in WSNs [87]. Furthermore, a bio-inspired secure autonomous
routing mechanism called “BIOSARP”, which is based on
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ACO routing algorithm, has also been proposed for WSNs
to treat the attack issues successfully [94].

Besides wireless networks, designing scalable security
mechanisms is particularly critical in transparent optical net-
works (TONs) due to the high speeds and transparency in-
herent in them [95], [96]. The basic idea of TONs’ security
mechanism is: the desired global goals (e.g., the efficient
failure management, detection and location, etc.) are first
defined, followed by some local interactions and processes
being developed to achieve those system-wide goals [95]. In
[96], intelligence is embedded into the optical network to
enable it continuously learn from different faults and attacks
in a self-organized manner. In [97], a new self-organized
method, as analogous to the human immunization system’s
primary defense mechanism, is proposed to enable the network
autonomously and persistently adapt to network changes by
learning newly observed vulnerabilities, while at the same
time obviate the effort to exploiting already discovered ones.
Furthermore, the immune-network theory can also be used
to suppress or encourage multi-agent behavior [98] and for
approaches such as collaborative mine detection [99]. For
more AIS-based security methods, the interested readers may
refer to [100], [101] for an in-depth reading.

2) Intercellular Information Exchange: Many similar struc-
tures are observed in the domain of biology and in computer
networking [30], and the investigation of structure and orga-
nization of intercellular communication seems to be valuable
with regard to efficient networking strategies. Signaling in
biological systems occurs at multiple levels and in many
shapes. Two cellular signaling techniques can be distinguished
[2]: i) Intracellular signaling that refers to the information
processing capabilities of a single cell, and ii) Intercellular
signaling, in which communications among multiple cells is
performed by intercellular signaling pathways. This subsection
will mainly focus on the latter technique.

A number of approaches have been discussed using artificial
signaling networks for networking applications, and most
of them is targeting programming schemes for massively
distributed systems such as sensor networks. For instance,
the same communications mechanisms can be emulated using
the Rule-based Sensor Network (RSN) approach [102], which
defines the following three basic concepts: i) data-centric
operation, i.e., each message carries all necessary information
to allow this specific handling, ii) specific reaction on received
data, i.e., a rule-based programming scheme is used to de-
scribe specific actions to be taken after the reception of par-
ticular information fragments, and iii) simple local behavior
control, i.e., simple state machines control each node. Another
approach for a metabolic execution model for communications
protocols is Fraglets [103]. Similar to RSN, this model is
also based on the concept of data-centric communications.
Furthermore, the execution relies on the unification of code
and data, featuring a single unit called fraglet that are operands
as well as operators. Using the fraglet system, network-
centric operations can be executed by participating nodes after
reception of a specific fraglet. A simple example of a fraglets
program can be found in protocols such as the confirmed-
delivery protocol (CDP) [103].

3) Comparison between AIS and Intercellular Information
Exchange: Investigation of AIS not only allows the develop-
ment of more sophisticated technical solutions but also helps
to improve the underlying theoretical models of the immune
system. The scope of AIS spans a wide area of application
domains such as fault and anomaly detection, data manning,
agent-based systems, autonomous control, and security of
information systems, etc. As compared to it, the intercellular
information exchange mechanism can be exploited to perform
diffuse (probabilistic) communications with specific encoding
of the destination receptors for intercellular communications
[2].
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B. Adaptive Routing

Adaptive routing, regarded as a critical functionality of
wireless self-organized networks, has already been consider-
ably studied in the past decades. A typical scenario of building
SON systems using multi-hop routing is in the wireless ad
hoc network, which poses two challenges either due to its
constantly changing topology or because its routing database
is insufficient to support a trusted data storage [104]. Several
well-known routing algorithms have been proposed to address
those challenges. The existing algorithms are traditionally
classified as either proactive or reactive, where in the former
(e.g., Destination-Sequenced Distance-Vector routing (DSDV)
[105]), nodes try to maintain at all times routes to all other
nodes, but in the latter (e.g., AODV [106] or Dynamic Source
Routing (DSR) [107]), nodes only gather routing information
on demand. Hybrid algorithms such as Zone Routing Protocol
(ZRP) [108] combine the advantages of both the proactive and
reactive approaches. Besides the single-path algorithms afore-
mentioned, some multipath routing algorithms (e.g., [109])
have also been proposed to offer an interesting alternative in
terms of link robustness and load balancing capability.
However, one challenge may arise in developing routing

protocols for dynamic networks: transmitting large routing
table (e.g., in Routing Information Protocol - RIP) or flooding
multiple copies of link-state-packets (LSPs) in Open Shortest
Path First (OSPF) in short or regular intervals may incur
large routing overhead, while flooding LSPs and transmitting
routing table in longer intervals may result in slower responses
to changes in network topology. As compared to that, using
ACO algorithms for routing in dynamic network seems to
be appropriate. The concentration of pheromone in ACO is
used as an indicator to replace the distance or number of
hops to indicate the route’s preference. Since the exchange
of pheromone is implicit without directly transmitting routing
entries, routing overhead can thus be significantly reduced.
Moreover, ant’s pheromone laying can also reflect network
configuration or topology changes, and this capability makes
ACO more adaptive and decentralized.
A number of desirable properties, such as highly adap-

tive to environment changes, working in a distributed way
with a high robustness, and having a capability of providing
automatic load balancing, etc., are thus exhibited in the
ACO algorithms to improve the quality of service (QoS) in
dynamic network environments. The performance comparison
between traditional routing algorithms and ACO algorithms in
terms of routing information, routing overhead, adaptivity and
load balancing is summarized in TableV. Variant bio-inspired
routing protocols will be surveyed in follows.

1) ACO Mechanism: Following the ant-foraging principle,
the ACO algorithm can be mathematically described [2],
[110]. An artificial ant is typically realized as a simple
program consisting of procedures that simulate the laying and
sensing of pheromone, and data structures that record trip
times and the nodes that it passes. Migrating from node to
node, the laying of pheromone is simulated by recording in a
counter the number of ants that pass a node, and by this way,
the decision of an ant is influent by a function of pheromone
concentration.

By employing ACO algorithm, ant based control (ABC)
system was designed to solve the load balancing problem in
circuit-switched networks [111], with approaches of aging,
delaying and noise being adopted to mitigate stagnation. After
that, some ramifications of ABC system, such as [112], were
also proposed, where Subramanian et al. focused on routing
in packet-switched networks, and Heusse et al. proposed a
cooperative asymmetric forward (CAF) for routing in packet-
switched networks with asymmetric path costs. Besides, sev-
eral famous algorithms such as AntNet [113] and AntHocNet
[114], have been developed for use in packet-switched net-
works, and the ACO-based algorithm is proven to outperform
the AODV routing algorithm in terms of either packet delivery
ratio or average end-to-end packet delay. Furthermore, some
advanced ACO algorithms that employ multiple colonies of
agents have also been proposed to further improve the network
load balancing performance, as surveyed in follows.
2) Stagnation Relieve in ACO: In ACO, once an optimal

path is chosen by all ants, this will consequently increase an
ant’s preference for choosing that optimal path. However, this
strategy may also lead to Stagnation: i) congestion is prone
to happen in this optimal path, and ii) the probability of ants
selecting other paths is dramatically reduced (i.e., load bal-
ancing is degraded). In consideration of the fact that network
topology and/or radio environment will always be changing,
the current optimal path may become non-optimal after a
while either due to congestion and/or network failure, whereas
the other non-optimal paths may also become optimal due to
network environment changes. Therefore, the adaptiveness of
ACO must be promoted to effectively address the stagnation
issues.
Several stagnation-alleviate approaches such as pheromone

control, pheromone-heuristic control and privileged
pheromone laying, have been proposed:

• Pheromone Control: This method reduces the influences
from past experience and encourages the exploration of
new (or previously non-optimal) paths. For example, i)
Evaporation, which prevents pheromone concentration in
optimal paths from being excessively high and preventing
ants from exploring other (new or better) alternatives
[115]; and ii) Aging, which controls the amount of
pheromone deposited for each ant, and an ant will deposit
lesser and lesser pheromone as it moves from node to
node [116]; and iii) Limiting and Smoothing Pheromone,
which mitigates stagnation by limiting the amount of
pheromone in every path. By placing an upper bound on
the amount of pheromone for every link, the preference
of an ant for optimal paths over non-optimal paths is thus
reduced [117].

• Pheromone-Heuristic Control: This method configures
ants to make them do not solely rely on sensing
pheromone for their routing preferences. This can be
accomplished by configuring the probability function
for an ant to choose a link using a combination of
both pheromone concentration and heuristic function of
parameters such as distance [117] or queue length [118].

• Privileged Pheromone Laying: This method permits a
selected subset of ants to have the privilege to deposit
extra or more pheromone. Two issues are of interest:
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TABLE V
COMPARISON BETWEEN TRADITIONAL ROUTING ALGORITHMS AND ACO ALGORITHMS

Issues Traditional Algorithms ACO Algorithms

Building Routing Preference Based on Transmission time/delay Based on Pheromone Concentration
Routing Information Exchange Routing information and data Ants can be piggybacked

packet are transmitted separately in data packets
Adapting to Topology Changes Low: Transmit routing table or High: Frequent transmission of ants

Flood LSPs at regular intervals
Load Balancing Capability Low High
Routing Overhead High Low
Routing Update Update entire routing table Update a pheromone table

entry independently
Routing Control Centralized Decentralized
Network Scalability Low High
Entire Network Optimization? No Yes

i) the assessment of the quality of the solution of ants,
ii) the number of ants to be selected to deposit extra
pheromone and the amount of pheromone that ants are
permitted to deposit. One of the simplest approaches to
assess the quality of the solutions of ants is to compare
their forward-trip times by employing a fitness-landscape
(FDC) approach [117]. The other methods, such as only
a sub-set of ants deposits pheromone [119] or only the
best ant deposits pheromone on its return trip [117], can
also be used to address the stagnation issues.

3) AntNet: Routing techniques in communications net-
works inspired by the foraging behavior of ants have been
addressed by the AntNet approach [113], which was carried
out with the aim of optimizing the performance of the entire
network. The way through the network in AntNet is deter-
mined by a greedy stochastic policy according to the following
steps: i) ants randomly search for food. ii) After locating the
destination, the agents travel backwards on the same path used
for exploration. iii) Finally, all traversed nodes are updated
with the most current information about the destination node.
Since the goodness of a path is reinforced according to
the trip times of forward ants, the selection probabilities
updated by backward ants can influence ants travelling in
the forward rather than backward direction. AntNet is proven
to be not restricted to routing application in networks with
symmetric costs only [120]. Some enhancements of AntNet
by considering real-time statistics have also been devised
[121]. In [122], another ramification of AntNet is proposed,
with some benefits, such as a saving of network resources, a
higher anti-failure capability, and a reduction in both overhead
and congestion, being brought. In addition, AntNet has also
been augmented by using genetic algorithm (GA) [123], and
the ant system with genetic algorithm (ASGA) [124] as
well as its generalized algorithm (i.e., synthetic ecology of
chemical agents (SynthECA) [125]) has been proposed to
solve problems of point-to-point routing, point-to-multipoint
and multipath routing, and fault location detection [126] in
circuit-switched networks.
4) AntHocNet: Since AntNet may have a significant over-

head due to its relying on repeated path sampling, AntHocNet
[114] as an improvement of AntNet has been proposed to
relieve this overhead. Both reactive and proactive components
are included in AntHocNet: In a path setup phase, AntHocNet

represents a reactive routing approach by setting up paths
when they are needed at the start of a session, with routing
paths being represented as pheromone trails to indicate their
respective quality. After setting up a path, data packets are
stochastically routed as datagrams over the different paths
using the pheromone information. While a data session is
active (i.e., during the course of the communication session),
paths are proactively probed, maintained and improved. The
source node will send out proactive forward ants, which follow
the pheromone values in the same way as the data but have a
small probability at each node of being broadcasted, according
to the data sending rate. The probabilities in the routing tables
of AntHocNet are calculated in a similar way to the maths
presented for AntNet. Moreover, the Hello Messages are used
to enable nodes to know about their immediate neighbors
and have pheromone information about them in their routing
table. A number of studies have been carried out in order to
investigate the network behavior of AntHocNet. For instance,
the performance comparison of AntHocNet and AODV is
performed for various speed values in an ad hoc network, and
shows the performance advantage of AntHocNet over AODV
in terms of both the delivery ratio and the average packet
delay.

5) BeeHive: Inspired by the bee colony, a well-known
routing algorithm called BeeHive [84], which was developed
by Farooq et al., has been applied in telecommunications
networks with a property of load balancing being emphasized
in it. The BeeHive algorithm not only reduces the overhead
of collecting the routing information, but also helps in main-
taining smaller/local routing tables, to which all the agents
provide the information about the quality of the paths they
traversed. All the agents launched by the same node but
exploring different paths will exchange their information via
the routing table, and this information exchange helps in
evaluating the overall quality of paths that the launching node
involves in. Similar to the observation in foraging activities
of a honey bee colony [34], the node quality in the proposed
algorithm is formulated as a function of proportional quality
of only those neighbors that possibly lie in the path toward
the destination. Once data packets arrive at a node, the routing
information about the quality of that node’s different neighbors
for reaching their destinations is accessed, and the packets will
select the next neighbor toward the destination in a stochastic
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manner depending upon its quality. Following this rule, not
all packets follow the best paths in BeeHive algorithm, and
this will help in improving the load balancing in the future
complex networks such as 3GPP LTE [127] or heterogeneous
wireless networks [128].
6) MACO: Different from the single-colony ACO algo-

rithms aforementioned, Multiple Ant Colony Optimization
(MACO) technique employs more than one colony of ants
to search the optimal paths [129]. Each ant colony deposits
a different type of pheromone in MACO, and one type of
pheromone can only be detected by the ants lay it [129].
SynthECA [125], which enables communications and coop-
eration among different types of ants through the interaction
of different pheromone types, can be regarded as a kind of
MACO technology. MACO has also been augmented with a
repulsion mechanism [130] that prevents ants from different
colonies to choose the same optimal path: ants are not only
attracted by the pheromones of other ants in their own
colonies, but they are also repelled by the pheromones of
other colonies. When only pheromone from its own colony
is present, there is a higher probability that an ant will choose
the path with the higher concentration of its own pheromone
type. However, an ant is less likely to prefer paths with
higher concentration of pheromone from other colonies due to
repulsion mechanism. Since MACO enhances the adaptiveness
of optimal path creation and increases the probabilities of
allowing new or better paths to be exploited in a dynamic
network, the load balancing in packet-switched networks can
be significantly improved.
7) MABC: By combining MACO with bee colony algo-

rithm, an improved version of MACO algorithm, i.e., Multiple
Ant-Bee Colony (MABC) Optimization, is thus proposed to
improve the load balancing and avoid congestion in the most
optimal path at the same time [131]. The main purpose
of MABC algorithm is to improve the convergence time
in MACO algorithm using more accurate pheromone laying
strategy. At the beginning, the algorithm uses forward ants to
find a suitable solution from one node to another, and then bees
are used to update the routing tables based on data collected
by ants. More information must be stored in the routing tables:
an L × N routing table is reserved in each node, with L
representing all the outgoing links and N standing for the
number of nodes minus one (the node itself). In each table
entry, Pij is used to denote the chance of node i to be selected
as the next node on the way to node j, and T k

ij represents
the k-th dancer bee’s recorded trip time. Since MABC uses
several ant-bee colonies with different types of pheromone, an
effort has been made to distribute the network traffic in several
optimal local paths by creating several pheromone tables in
each node and routing the data packets using these tables. It
has been proven that the MABC outperforms MACO in terms
of fault-tolerance [131].
8) Comparison among Variant Routing Algorithms: The

comparison among variant bio-inspired routing algorithms is
given by TableVI. As compared to the ACO-based algorithms,
routing information such as propagation delay and queuing
delay of the exploited paths in BeeHive are required to be
exchanged between the launching and visited nodes so as
to explore multiple paths with quality guarantee. However,

this requirement will inevitably impose a heavier load burden
on the routing protocol when refreshing the routing table.
Evidently, MABC outperforms the other algorithms in terms
of both load balancing and fault-tolerance capabilities. This
fault-tolerance capability may become more critical in the
future CRNs, where an ever worsening situation of spectrum
scarceness may be met to worsen the dynamic of network
[132]. Furthermore, new challenges may also arise in de-
signing cognitive routing algorithms in the future complex
network environments such as heterogeneous networks [133]
and cognitive wireless mesh networks [134], in which the
ACO algorithms with multiple colonies will exhibit big ad-
vantages over the single-colony algorithms in terms of both
adaptiveness and robustness.

C. Remaining Challenges in Network-layer Issues

Although bio-inspired algorithms have already exhibited
enormous advantages in improving the network security, ro-
bustness, adaptiveness and load balancing capabilities, there
still exist some challenges to address in the future.

• In bio-inspired security, the challenge may lie in the
following issues: i) The mapping between the natural
systems and the artificial representation. ii) Architectural
design, whose goal is to create a system that uses a
natural system as an inspiration and exhibits a type of
emergent behavior, while at the same time identifies the
various components of a class of models that share a
common functionality. iii) New framework and theory
need to be developed to help us reason about the system
we create.

• Although bio-inspired security algorithms such as AIS
have spanned a wide area of applications, investigating
more theories and frameworks to ensure a massively
distributed security will be a rather challenging topic in
the future.

• Stagnation mitigation: As indicated by [135], the shortest
path created by ACO is only statistical, and if by chance,
many of the ants initially choose a non-optimal path,
other ants are more likely to select it, leading to further
reinforcement of the pheromone concentration along this
non-optimal path. Even if an optimal path is created,
congestion may happen in the optimal path to degrade
its quality.

• Although MACO improves the load balancing capability
of a dynamic network by employing more than one
colony of ants, the final convergence state of MACO
heavily depends on the initial path selection of each type
of ants, especially if the types (and number) of ants in
MACO are too few.

• In consideration of the worsening spectrum environment
and an ever increasing complexity in network, developing
a robust routing algorithm for heterogeneous CRNs with
high capabilities of fault-tolerance, adaptiveness, load
balancing and convergence will be another challenging
task. Moreover, further exploiting the intelligences of
variant natural colonies (e.g., that beyond ants and honey
bees) and utilizing them to optimizing the routing pro-
tocols for large-scale SON systems would also be a
promising topic in the future.
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TABLE VI
COMPARISON AMONG ACO-BASED ROUTING ALGORITHMS

Algorithm Category Advantages Disadvantages

Proactive 1) Robust multipath routing; Significant overload
AntNet [113] & Multipath 2) Automatic load balancing; due to repeated

& One Ant Colony 3) Adaptivity path sampling
Proactive & Reactive 1) Overload in AntHoc due to A high average delay

AntHocNet [114] & Multipath repeat path sampling is avoided; is observed in the
& One Ant Colony 2) Better delivery ratio simple scenarios

1) Congestion in the optimal Initial path selection
MACO [129] Multiple Ant Colony path is relieved; may impact its

2) High load balancing convergence
1) Load balancing enabled; Routing information

BeeHive [84] Honey Bee Colony 2) Quality paths being created exchange imposes an
additional traffic burden

Multiple Ant-Bee 1) A better Fault-tolerance Delay caused by using
MABC [131] Colonies capability than MACO; multiple colonies at the

2) High load balancing beginning of failure

VII. PRACTICAL APPLICATIONS AND OPEN RESEARCH
ISSUES OF BIO-INSPIRED TECHNIQUES

Bio-inspired approaches are currently emerging from early
research into universally applicable and carefully investigated
solutions. Although the related technologies have already
attracted more and more attention, their application to the
artificial SON systems is still a rather new research subject.
There are still very few studies that focused on systems
other than wireless networks, if there were some (e.g., bio-
inspired algorithms for security in optical networks [95],
[96]). Although the concept of self-organization has already
been extended to some heterogeneous environment (e.g., the
integrated cellular and ad hoc relay (iCAR) network [136]), a
solution of being universally applicable to variant SON sys-
tems is still unavailable yet. Thus, studying bio-inspired SON
technologies and applying them to the future heterogeneous
networks must be highlighted. The following questions are
necessarily answered: what kind of bio-inspired algorithms
are applicable to network control/optimization, what kind of
networking problems can be addressed by using bio-inspired
algorithms, and how to apply a bio-inspired algorithm to a
networking problem. In the following subsections, we will
summarize the presented concepts of bio-inspired networking
and discuss some practical bio-inspired applications as well
as open research challenges.

A. Fundamental Tradeoffs in Bio-Inspired Paradigms

As already known from surveys aforementioned, three
tradeoffs may be met in designing bio-inspired algorithms: i)
Tradeoff between local rule and global optimization: although
complex behaviors can also be achieved in artificial SON
systems on the basis of local rules, they may not necessarily
lead to an optimum solution to the systems [2]. ii) Tradeoff
between the scalability and controllability of an artificial
system: predictability of the system behavior must be reduced
for a self-organized system, and a fundamental tradeoff arises
between the system’s controllability and scalability [2]. A
new theory of distributed self-control and self-management is
therefore required to pave the way toward the controllable self-
organized system with a high scalability. iii) Tradeoff among

availability, consistency and reliability of control information:
in order to minimize human intervention, the control decisions
as well as data measurement/probing/processing should be
operated autonomously and with a high reliability [137].
Therefore, a tradeoff between the optimality of SON methods
and the signaling cost in performing data processing should
be addressed.
Besides the aforementioned tradeoff, conflicting objectives

may be pursued by different bio-inspired solutions. For in-
stance, in a cellular system, having a small number of base
stations operating near full capacity is more beneficial than the
even-load solution from the perspective of total power saving
[138], but that paradigm is obviously against the principle
of load balancing. In view of the fact that self-organized
solutions for the future heterogeneous networks are usually
multi-objective problems, effectively mitigating the conflicts
is critical to propel the practical applications of bio-inspired
approaches.

B. Self-X Capabilities in Cellular Systems

1) SON Capabilities in 3GPP LTE: As the rapid devel-
opment of SON technologies, their applications in cellular
mobile networks have been promoted by 3GPP [139] and Next
Generation Mobile Networks (NGMN) [140]. Many research
projects, such as the SOCRATES project [141], 4WARD
project [142], E3 project [143], and FUTON [144] in Europe,
have been founded to develop critical SON technologies.
Three main SON capabilities, including self-configuration,
self-optimization and self-healing, have been emphasized in
3GPP LTE systems [3]. Self-configuration is a process with
the newly deployed eNodeBs being configured by automatic
installation procedures to get basic parameters and down-
load necessary software for operation. Self-optimization tech-
niques, which enable a mobile network to adaptively optimize
their algorithms and system parameters to achieve optimal
system performance (in terms of, e.g., capacity, service cover-
age, etc.) in the presence of environment changes, are crucial
for the operation and maintenance of mobile networks. Self-
healing, regarded as an event-driven process and aiming to
resolve the loss of coverage or capacity once a cell/site
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failure happens, is necessary to assist operators in recovering
a collapsed network.
2) Bio-Inspired Techniques for Self-Organization and Self-

Healing: Bio-inspired techniques can be applied to reconfig-
urable hardware cell architecture, with capabilities of self-
organization and self-healing being supported [145]. Those
capabilities come from two fundamental biological processes,
i.e., fertilization-to-birth and cell self-healing, as enabled by
Deoxyribonucleic acid (DNA). In the former process, a new
organism is created through cell replication and differentiation,
and in the latter, a dead cell is replaced with a new one of
the same kind. By employing those self-organizing processes
to hardware design, it allows individual components of the
system to configure and repair themselves. A new platform
based on the electronic DNA (eDNA) can thus be developed to
enable a reconfigurable hardware cell architecture. The mecha-
nism aforementioned may play an important role in improving
the SON capabilities of 3GPP LTE, with some concrete perfor-
mance measures, such as a fast self-configuration, a hardware-
level self-healing, and a high fault-tolerance capability, etc.,
being obtained [145].

C. Applications of Bio-inspired Techniques in Heterogeneous
Network

Since multiple types of cells (including macro, micro, pico,
femto, etc.) will coexist in the future heterogeneous networks
(HetNets), an ever increasing number of parameters need
to be managed and optimized. Besides, in consideration of
the spectrum scarceness we meet today [82], proposing cost-
efficient SON methods to improve the spectral efficiency and
reduce the operational cost at the same time would be a
critical but challenging topic for future cognitive HetNets. Bio-
inspired techniques are promising to improve performance of
HetNets in terms of radio coverage, channel capacity, through-
put, CAPEX/OPEX, etc., via methods such as radio range
extension and dynamic resource reservation/load balancing
across base stations [146].
1) Link Quality Estimation: In order to develop an efficient

SON system, link qualities of next-hop relays must be esti-
mated with a high reliability to facilitate a robust multi-hop
routing. In order to mitigate the poor performances observed
in conventional static link-quality aware routing metrics that
adopt simple estimators based on moving average filters, bio-
inspired estimator based on the neural network paradigm can
be utilized to improve the link-quality estimation [147]. The
neural network paradigm assures the ability to learn from
the environments in unsupervised mode, and thus exhibits
an effectiveness in applying to heterogeneous SON systems
such as wireless mesh networks, with low-power devices
being implemented. It has been proven that the proposed bio-
inspired method outperforms the conventional algorithms such
as the Simple Moving Average (SMA) and the Exponentially
Weighted Moving Average (EWMA) in terms of both packet
delivery ratio and routing hop count.
2) Distributed Beamforming: In order to address the chal-

lenges raised in the conventional beamforming techniques
such as requiring a priori channel knowledge at transmitters,
high-complexity in distributed beamforming with a single

bit feedback, and limited adaptivity to the environmental
variations, etc., bio-inspired approaches have been proposed
to achieve some breakthrough. A bio-inspired robust adap-
tive random search algorithm (BioRARSA) is proposed to
enable a convergence time scales linearly with the number
of distributed transmitters, as inspired by a heuristic random
search mechanism that mimics the foraging behavior of E. Coli
bacteria [148]. Since the convergence time of BioRARSA is
insensitive to the initial sampling step-size of the algorithm,
it exhibits a robustness against all initial parameters and the
dynamic nature of distributed HetNets. It has been proven
that the proposed BioRARSA outperforms existing adaptive
distributed beamforming schemes by 29.8% on average [149].
3) Relay Placement: In view of the fact that the wireless

network may sometimes suffer a large-scale damage and
would thus create multiple disjoint partitions, this kind of
damage can be recovered by placing relay nodes at proper geo-
graphical position to reestablish wireless connectivity between
isolated nodes. For instance, in a hierarchical cooperative
relay-based heterogeneous network such as 3GPP LTE, coop-
erative relay nodes are usually deployed to provide a coverage
extension based on the convergence of heterogeneous radio
networks [136]. Besides, some advanced cooperative technolo-
gies such as Coordinated Multipoint Transmission/reception
(CoMP) have been chosen as one of the candidate techniques
for 3GPP LTE-Advanced to increase the average cell through-
put and cell edge users’ spectral efficiency in both the uplink
and downlink transmissions [150].
Although a plethora of studies on cooperative relay has been

carried out, obtaining a cost-effective solution in HetNet is
still not an easy job. As inspired by a spider web, a new
bio-inspired approach is proposed to establish a spider-web-
like topology to enable the segments to be situated at the
perimeter [151]. Compared to the approaches using a min-
imum spanning tree, the proposed spider-web-like topology
exhibits a stronger connectivity and enables a better load
balancing capability among relays simultaneously. As the
requirement of green communications, emerging technologies
such as small cells will play an important role than ever, and a
specific relay-placement solution must be provided to facilitate
a better spectrum utilization and against the ever increasing
interference due to a denser relay deployment. Bio-inspired
approaches, featuring adaptivity, low complexity, robustness
and load balancing, etc., can thus be utilized to optimize the
problem of dense relay placement.
4) Networking for Pervasive Communications: One of the

major trends in the field of communication and computing is
related to the arising of pervasive communication/computing
environments characterized by an extremely large number of
embedded devices, and conventional networking approaches
seem unsuitable for scenarios of heterogeneity, scalability and
complexity. A new framework needs to be defined to pro-
vide stable operations and service management functionalities
in a fully distributed and decentralized way. A new bio-
inspired approach called BIONETS is proposed to enhance
the system performance in terms of scalability, robustness
and efficiency [152]. In BIONETS, a network looks like a
living ecosystem, where services play the role of organisms,
evolving and combining themselves to successfully adapt to
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the dynamic environment. A new network architecture called
service-oriented communication system (SOCS), which builds
upon a disconnected topology and aims at achieving net-
work scalability through the introduction of a communication
paradigm based on localized opportunistic interactions among
neighboring nodes, is also proposed. By exploiting the node
mobility, information can be conveyed among the different
islands of connected nodes. Numerical results show that the
proposed model works well in a large-scale relaying network
implementing IEEE 802.11b-compliant PHY and MAC-layer
protocols.

D. Cognitive M2M Self-Optimization

1) Current Progress of M2M Technology: Different from
human-to-human (H2H) communication, the objective of
M2M communication is to increase the level of system au-
tomation in which devices and systems can exchange/share
data with no or little human intervention. In the past years, the
emergence of wireless communication systems, such as Gen-
eral Packet Radio Service (GPRS), in the Internet has become
the premise for the advance of M2M communication [153].
Since M2M communication over cellular networks poses sig-
nificant challenges as a result of the large number of devices,
small data transmissions and a wide range of applications,
the advanced cellular network technologies such as LTE/LTE-
Advanced should efficiently cater to M2M communication.
Besides, the increase in signaling overhead and diverse QoS
requirements consequently calls for the development of high-
performance scheduling algorithms in M2M LTE systems
[154]. Moreover, hierarchical cooperative relay nodes can be
deployed to provide a cost-effective coverage extension for
heterogeneous radio networks, with some advanced technolo-
gies such as adaptive modulation and hierarchical RRM [155],
mobility management and CR [156], being enabled in a self-
organization manner [136].
2) Typical M2M Applications: M2M communication can

be used in many applications. Smart grid, regarded as a typical
M2M technology that enables utility providers to connect
to their grid assets via wireless connections, improves the
wireless monitoring capability of interactive utility networks
with a property of more intelligent, resilient, reliable, and self-
balancing [157]. Several M2M-enabled techniques have been
proposed. In [153], the network architecture for home energy
management system (HEMS) in the smart grid is introduced,
with a dynamic programming algorithm being proposed to
solve the problem of optimal HEMS traffic concentration.
In [158], a new cognitive M2M (CM2M) communication
paradigm is proposed to enhance the flexibility, efficiency
and reliability of M2M communication, with the potentials of
CM2M for the smart grid in variant networks being presented.
CM2M system coexistence in TV White Spaces (TVWS) will
become a new research challenge due to the requirements on
fair and efficient spectrum sharing among heterogeneous users
[158].
3) Bio-Inspired Resource Discovery/Scheduling mechanism

for M2M: A bio-inspired resource discovery mechanism,
in which information is provided by ant-based lightweight
mobile agents travelling across a grid network and collecting

data from each visited node, is proposed to address issues
associated with grid scheduling upon dynamically discovered
information [159]. Different policies, such as diverse ant
colonies and different resource discovery approaches, are em-
ployed, and a more convenient and efficient resource discovery
operation in the following time can be facilitated by utilizing
already discovered and stored grid node’s metadata snapshots
in the past. Since the discovered information for each specific
task is not simply discarded in the proposed scheme, an
intelligent scheduling can be provided for the scope of serving
the grid community as a whole rather than just for a single
grid node. Ant-based resource discovery can thus be extended
across diverse bounded grid communities in a manner which
would enhance its current functionality and maintain its ro-
bustness, reliability and efficiency simultaneously [159].
Besides information discovery and grid scheduling, some

other functionalities such as load balancing in the large-scale
M2M networks can also be improved by using bio-inspired
algorithms, with nodes self-organizing themselves as virtual
clusters and efficiently balancing service requests among them
[160]. Typical benefits of bio-inspired self-organization, such
as high scalability, and the resilience to dynamism and unex-
pected system behavior, have been inherited by the proposed
load-balancing scheme.

E. Cross-Layer Design for Multi-hop Routing, Network Secu-
rity and Channel Access

Although swarm intelligence inspired algorithms can be
largely categorized in terms OSI-layer functionalities (as dis-
cussed in Sections IV, V and VI), some functionalities may not
necessarily specified by a single protocol layer. For instance,
adaptive routing is usually regarded as a network-layer issue,
however, physical- and MAC-layer parameters such as channel
attenuation and interference may also play an important role in
the routing optimization in a dynamic wireless environment.
A cross-layer design may thus outperform the conventional
single-layer solutions in terms of various parameters such
as network lifetime, packet loss rate and load balancing
capability.
1) Multi-hop Routing: As inspired by the organized and

collaborative behavior of ants, a cross-layer routing protocol
called LF-Ant is proposed for multi-hop WSNs [161]. At
the network layer, the heuristic information is modelled by
a fuzzy inference system to assist a cluster-head election
and the routing process, with the fuzzy heuristic information
dealing with measurements uncertainties of wireless channels
to enhance the traditional ACO usage. At link and physical
layers, a resultant relaying threshold is combined with an
adaptive invoking of cooperative modulation diversity, and the
vice cluster-head entity (i.e., the relay candidate) is proposed
to support the cooperation of nodes, and to reduce the number
of required retransmissions in the Automatic Repeat-reQuest
(ARQ) system simultaneously. As compared to the conven-
tional cross-layer protocols such as Low-Energy Adaptive
Clustering Hierarchy (LEACH) [162], LF-Ant increases the
network lifetime and decreases the packet loss rate simulta-
neously due to multiple parameters, such as residual energy,
quality and consumption of previous transmissions, being
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taken into account by the functionality of bio-inspired cluster-
head election.
2) Intrusion Detection: The cross-layer approach also

suggests applying a bio-inspired evolutionary computational
method to the functions of each protocol layer to improve
the intrusion detection identification (IDID) performance of
wireless networks. In [163], a cross-layer design, embedding
genetic algorithms at the physical layer, anti-phase synchro-
nization at the MAC layer, ant colony optimization at the
network layer, and a trust model based on quantized data
reputation at the application layer, is constructed. A two-stage
algorithm, which detects network intrusions and then identifies
the attack types, is implemented in IDID to overcome the
problems of large sensor data loads and resource restrictions.
Although IDID is primarily applied to intrusion attacks along
WSN routes, this cross-layer approach does not rely on any
particular protocol and can readily be extended to wider
applications.
3) Next-Hop Selection and Channel Access in Sensor and

Vehicular Actor Networks: Several challenges, including en-
ergy efficiency, timely channel access, reliable sensor-actor
communication, autonomic operation, and cooperative control
of actor nodes, are met in wireless sensor and actor networks
(WSANs). Bio-inspired approaches may provide an ideal
solution to the problems aforementioned. Inspired by the
prey model in foraging theory, the BIO-inspired Cross-layer
(BIOX) communication and coordination protocol is proposed
for WSANs to permit each sensor node to autonomously
determine its next-hop selection and channel access strategy
[164]. The possible next-hop and available time slots of each
sensor node are considered as prey in BIOX, and the available
tasks are thus considered as prey types that are searched and
performed by the actor nodes. Besides, the aim of channel
access profitability is to allow each sensor node to obtain
a sufficient level of packet transmission rate by regulating
its channel access persistence. Since BIOX is a unified al-
gorithm that incorporates MAC, routing, and transport layer
functionalities to enable a energy-efficient channel access, this
feature renders BIOX a robust and energy-efficient protocol
for the realization of future WSANs applications. Besides
the prey model, the marginal value theorem in behavioral
ecology and biological division of labor phenomenon can
also be employed to develop autonomous communication and
coordination techniques for WSANs. The interested readers
may refer to [165] for details.

F. Dynamic Resource Allocation

In a heterogeneous environment comprising cellular, Wire-
less Fidelity (wifi) and Worldwide Interoperability for Mi-
crowave Access (WiMax), etc., it is necessary for a node to
dynamically choose a wireless network resource to support
applications taking into account the channel condition, net-
working environment and QoS requirements of applications.
In light of the inherent limitations in conventional central-
ized resource allocation approaches, which require nodes to
frequently exchange messages to refresh information about
the current network status, adaptive and autonomous resource
allocation may play a more and more important role in future

heterogeneous environment, with individual nodes behaving
in a cooperative manner through local interactions (i.e., self-
organization is characterized) [166].
1) Bio-Inspired OFDMA Subcarrier Allocation: One im-

portant challenge in management of Orthogonal Frequency
Division Multiple Access(OFDMA) is to perform optimal sub-
carrier allocation without a centralized control. A distributed
allocation technique inspired by swarm intelligence can allo-
cate subcarriers between individual users in a cost-effective
manner [167]. Particle Swarm Optimization (PSO) [168],
regarded as an evolutionary algorithm concept and orients
itself on the information exchange of a swarm of birds, fishes,
or insects, may provide a possible solution of the optimal
OFDMA subcarrier allocation problem. It has been proven that
control parameters for learning and forgetting capabilities may
have an impact on the performance of the proposed subcarrier
allocation. In consideration of the fact that SON capabilities
are more and more emphasized in wireless communications
systems, bio-inspired approaches will consequently play a
critical role in providing a cost-effective way to optimizing
subcarrier allocation.
2) Bio-Inspired Dynamic Radio Access in Cognitive Net-

works: Based on a social foraging swarm model, the radio ac-
cess and resource allocation mechanism in cognitive networks
can emulate the motion of a swarm of birds searching for food,
and thus enable the bio-inspired network cooperatively esti-
mates the interference profile and allocates resources through
purely decentralized mechanisms [169]. The main idea of
the proposed bio-inspired algorithm is: the occupied zones in
the resource domain is regarded as dangerous regions that
must be avoided by the swarm individuals as fast as possible,
while idle bands represent regions rich of food that the agents
have to occupy. The swarm mechanism includes an attraction
force and a repulsion force, with the former being useful
to minimize the spread over the resource domain, and the
latter being useful to avoid collisions among swarm members.
The movement of the resources in the resource domain is
guided by diffusion adaptation, which estimates and learns the
interference profile through local cooperation, and the resultant
network is thus able to learn and adapt its behavior to the
varying environment in real-time and without the need for
a centralized control. Since every node interacts only with a
few neighbors without a full connectivity in the proposed bio-
inspired model, the spatial reuse of radio resources can be
significantly improved.
Bio-inspired mechanism aforementioned can be effectively

employed in practical systems such as femtocells to optimize
the resource allocation with QoS constraint. Besides, since the
bio-inspired mechanism has already been endowed powerful
learning and adaptation capabilities, its applications can be
further extended to broader fields such as distributed power
control, adaptive modulation and coding, etc., of the future
communication networks.

G. Power Control and Energy Saving

Electricity consumers such as data centers, server farms,
and telecommunication networks (especially wireless access
networks) make up a large fraction of the total global energy
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demand today [170]. Bio-inspired approach may provide an
ideal solution to power saving problems. As observed in
termites’ building-nest activity, individuals place building ma-
terial probabilistically, initially at random. Through a process
known as stigmergy, building material tends to pile up in
regions where their density is already higher [171]. By making
an analogy, i.e., the clients (such as mobile phones, wireless
computers, etc.) are the building materials, and the servers
(such as base stations, wireless access points, etc.) are the
potential building sites, a client that finds itself covered by
more than one server can become the object of a contest
between them, and the process follows the “rich get richer”
paradigm can thus result in some servers becoming redundant
[138]. Evidently, having a small number of servers operating
near full capacity while keeping other servers in idle with
a lower power is more beneficial than distributing the load
evenly over a larger population from the perspective of total
power saving. For instance, in the scenarios of cellular or
wifi networks, decreasing the number of transceivers actively
involved in providing coverage for all mobile clients can
reduce the network’s aggregated power demand. This bio-
inspired power-saving functionality has already been provided
by most standards such as Universal Mobile Telecommunica-
tions System (UMTS) [172].

VIII. CONCLUSIONS

We have investigate the fundamental SON challenges and
the current status of research efforts to address them from the
perspective of bio-inspired solutions, including critical issues
in terms of physical-layer (i.e., network synchronization),
MAC-layer (including cooperation, division of labor, and load
balancing) and network-layer (including network security and
adaptive routing) functionalities. In each topic, we present
survey and comparison of variant algorithms to exhibit their
advantages and disadvantages. It shows that the bio-inspired
mechanism is indeed a powerful source of innovative network-
ing paradigm for artificial SON systems. Bio-inspired tech-
niques have already been applied to several practical systems
to address critical issues such as distributed beamforming,
relay placement, dynamic resource scheduling and allocation,
cross-layer design, and power control, etc. In spite of this,
the bio-inspired study in artificial SON systems is still quite
young, and there still remain significantly challenging tasks
for the research community to address for the realization
of many existing and most of the emerging heterogeneous
network architectures. With this regard, some open research
questions that need to be addressed were outlined. Being
aware of the ever increasing complexity, heterogeneity, and
dynamics of communications networks, proposing more bio-
inspired methods that are universally applicable to variant
network environments will still be a challenging task in the
future.
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